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Abstract. We study the longtime behavior of the solutions of a second order
autonomous differential equation, differing from the one of a harmonic oscilla-
tor by a nonlinear friction term being only Hölder continuous. In particular,
we show that there are two solution curves reaching the rest point in finite
time.

Introduction

In this note we study the phase plane flow of the equation

ẍ + ϕ(ẋ) + x = 0, (0.1)

with the friction function ϕ possessing the following properties:

it is continuous on R and locally Lipschitz continuous on R\{0},
odd, and positive for positive arguments;
there exist a, ε > 0 and α ∈ (0, 1) such that ϕ(η) = aηα for 0 < η ≤ ε;

lim
η→∞

ϕ(η)/η < 1/2.





(0.2)

Clearly, if ϕ is defined by

ϕ(η) := sign(η) |η|α, η ∈ R, (0.3)

then it satisfies (0.2) whenever α ∈ (0, 1), and the corresponding differential equa-
tion is

ẍ + |ẋ|α−1 ẋ + x = 0. (0.4)
A nonmonotone example is given by

ϕ(η) :=





aηα, 0 ≤ η ≤ ε,

1 + 1/η, ε < η < ∞,

− ϕ(−η), −∞ < η < 0,

(0.5)

where a = ε−1−α + ε−α. This nonlinearity appears in the literature since the pio-
neering work of Lord Rayleigh (see [4], [5]).

Functions satisfying (0.2) are often used to provide continuous approximations
of the Coulomb friction problem

ẍ + sign(ẋ) + x 3 0, (0.6)
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where sign is meant to represent the maximal monotone graph in R2, given by −1
for η < 0, by [−1, 1] for η = 0, and by 1 for η > 0.

It is easy to see (e.g., [4]) that, in the Coulomb friction problem, every point in
the phase plane reaches a critical point (ξ, 0) with ξ ∈ [−1, 1] in finite time by the
flow induced by (0.6). In the case of equation (0.1) the origin is the only critical
point of the phase flow, that is, the flow generated by

ẋ = y, ẏ = −x− ϕ(y). (0.7)

From (0.2) and (0.7) we deduce that

(x2 + y2). = −2ϕ(y)y < 0, y 6= 0.

Thus, given any R > 0, the disc B̄R :=
{

(x, y) ∈ R2 ; x2 + y2 ≤ R2
}

is positively
invariant. Hence the origin is globally asymptotically stable, that is, it is stable and
every point (x, y) ∈ R2

∖{
(0, 0)

}
is transported to the origin by the flow. (Hence-

forth we simply say that ‘the orbit through (x, y) reaches the origin’, etc. )
Since, as mentioned above, equation (0.1) can be considered to be an approxima-

tion of the Coulomb friction problem, there arises the question whether the critical
point is reached in finite time in this case as well. In [2] and [3] it is shown that for
problem (0.4) there exist at least two orbits reaching the origin in finite time and
there is an albeit small subset M of R2

∖{
(0, 0)

}
such that each orbit meeting M

needs infinite time to reach the rest state. The proofs are based on asymptotic
methods and comparison theorems and make use of the explicit form (0.3) of ϕ.

In this paper we show by completely different and elementary techniques from
the theory of ordinary differential equations that, given assumptions (0.2), prob-
lem (0.7) possesses also at least two orbits converging to the rest state in finite time.
Furthermore, we give a rather detailed analysis of the flow in the neighborhood of
the critical point, showing that most orbits reach it in infinite time only. In fact, on
the basis of our results we conjecture that there are precisely two orbits converging
to zero in finite time.

1. The semiflow on the upper half-plane

First we observe that the oddness of ϕ implies that the phase portrait of (0.7)
is invariant under the reflection (x, y) 7→ (−x,−y). Thus it suffices to study the
semiflow on the closure of the upper half-planeH :=

{
(x, y) ∈ R2 ; y > 0

}
, induced

by restriction from the flow generated by (0.7). Consequently, in the rest of this
section all assertions on invariant regions etc. pertain to this semiflow. (We refer
to [1] for the elementary facts about semiflows and invariant regions which we use
without further mention.)

From (0.7) we see that every orbit meets the real axis off zero vertically. For
0 < s ≤ 1 we denote by Γs the curve

Γs :=
{

(x, y) ∈ H ; −x = sϕ(y)
}
,

oriented so that y is decreasing. Then every orbit in H meets Γ := Γ1 horizontally,
and the direction field has a positive x-component and a negative y-component on
the right of Γ. Thus no orbit approaches the origin through the first quadrant.
Furthermore, given any η > 0,

{
(x, y) ∈ H ; −x ≤ ϕ(y), y ≤ η

}
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is positively invariant.
We denote by C(x, y) the solution curve of (0.7) passing through (x, y) ∈ H and

being oriented in positive time direction.

1.1 Lemma There exists η∗ > 0 such that C(x, y) meets the positive y-axis when-
ever (x, y) ∈ Γs for some s ∈ (0, 1] and satisfies y ≥ η∗.

Proof. Suppose that (x0, y0) ∈ Γs and C(x0, y0) stays for positive time in

H− :=
{

(x, y) ∈ H ; x < 0
}
.

From (0.2) we deduce the existence of α < 1/2 and η > 0 such that

ϕ(η) ≤ αη, η ≥ η. (1.1)

Fix β ∈ (1/2, 1− α) and suppose that

y0 ≥ η/β =: η∗. (1.2)

Let t∗ be the time at which C(x0, y0) reaches the η-level, that is, y(t∗) = βy0. Then
we deduce from the second equation in (0.7), (1.1), and (1.2) that

t∗ =
∫ y0

βy0

dy

x + ϕ(y)
≥

∫ y0

βy0

dy

ϕ(y)
≥ 1− β

α
, (1.3)

thanks to x(t) < 0 for 0 ≤ t ≤ t∗. By integrating the first equation of (0.7) we
obtain

x(t∗)− x0 =
∫ t∗

0

y dt ≥ βy0t
∗.

Thus, using x0 = −sϕ(y0) and (1.1), we deduce from (1.3) that

x(t∗) ≥ x0 +
β(1− β)

α
y0 ≥ ϕ(y0)

(β(1− β)
α2

− s
)

> 0,

thanks to α < 1/2 < β < 1− α. But this contradicts the assumption that C(x0, y0)
stays in H− and thus proves the assertion. ¤

For 0 < s < 1 and (x, y) ∈ Γs the positive unit tangent vectors to C(x, y) and Γs

at (x, y) are given by(
y, (1− s)ϕ(y)

)/
r(s, y),

(
sϕ′(y),−1

)/
ρ(s, y), (1.4)

respectively, where

r(s, y) :=
√

y2 + (1− s)2
[
ϕ(y)

]2
, ρ(s, y) :=

√
1 + s2

[
ϕ′(y)

]2
,

provided ϕ is differentiable at y. In this case these vectors are equal iff

y = ψ(s, y)sϕ′(y), (1− s)ϕ(y) = ψ(s, y),

where ψ(s, y) := r(s, y)/ρ(s, y), that is, iff

y = s(1− s)ϕ(y)ϕ′(y). (1.5)

Note that (0.2) implies

ϕ(y) = ayα, ϕ′(y) = αϕ(y)/y, 0 < y ≤ ε. (1.6)

Hence we deduce from (1.5), setting

β := 1/2(1− α), λ(s) := αa2s(1− s),

that
y = k2(s) :=

[
λ(s)

]β
, (1.7)
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provided 0 < y ≤ ε. Furthermore, (x, y) ∈ Γs implies in this case

x = k1(s) := −sϕ
(
k2(s)

)
= −sa

[
λ(s)

]αβ
. (1.8)

Set

sε :=





1
2
− 1

2

√
1− 4

αa2
ε2(1−α) if ε <

(αa2

4

)1/2(1−α)

,

1
2

otherwise.

Define the oriented curve K := Kε in H− by means of the parametrization

(0, sε] → H−, s 7→ k(s) :=
(
k1(s), k2(s)

)
.

Then, by the preceding considerations,

k(s) ∈ Γs, 0 < s ≤ sε,

and the positive unit tangent vectors to C(x, y) and Γs at (x, y) = k(s) coincide for
0 < s ≤ sε.

1.2 Lemma The region M in H−, bounded by
{ (

k1(sε), η
)

; 0 < η ≤ k2(sε)
}

and K, is positively invariant.

Proof. It is clear that the direction field of (0.7) is inward pointing along the vertical
boundary of M .

From (1.6) and (1.8) we deduce that

k̇1(s) = −ϕ
(
k2(s)

)[
1 + αsk̇2(s)

/
k1(s)

]
.

Note that (1.7) implies

k̇2(s)
k2(s)

= β
λ̇(s)
λ(s)

= β
(1

s
− 1

1− s

)
.

Hence

k̇1(s) = k1(s)
[1
s

+ αβ
λ̇(s)
λ(s)

]
.

The positive normal to K at k(s) has the direction of
(−k̇2(s), k̇1(s)

)
. Consequently,

the inner product of the positive unit normal to K and the positive unit tangent
vector to C(x, y) at (x, y) = k(s) is a positive multiple of

(−k̇2(s), k̇1(s)
) · (k2(s),−k1(s)− ϕ(k2(s))

)

= −[
k2(s)

]2
β

λ̇(s)
λ(s)

+
[
ϕ(k2(s))

]2
s(1− s)

(1
s

+ αβ
λ̇(s)
λ(s)

)

= −αa2β
[
λ(s)

]2β−1(1− 2s) + a2λ2αβ
(
1− s + αβ[1− s− s]

)

= a2
[
λ(s)

]2αβ(1− s) > 0.

Thus the direction field of (0.7) is inward pointing along K as well. This implies
the assertion. ¤

1.3 Proposition There exists a positive semiorbit in H− reaching the origin in
finite time.
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Proof. Let s ∈ (0, sε] be fixed and put

S :=
{

(x, y) ∈ Γs ; C(x, y) meets the y-axis in H
}
.

Then S 6= ∅ by Lemma 1.1. Put

y := inf
{

y ∈ R+ ; (x, y) ∈ S
}
.

If (x, y) ∈ Γs and y ≤ k2(s) then it follows from Lemma 1.2 that (x, y) /∈ S. Hence
y ≥ k2(s) > 0.

For (x, y) ∈ S we denote by t(y) the time at which C(x, y) meets the positive
y-axis first, at (0, y0) say. Then, since x(t) ≥ −sϕ

(
y(t)

)
for 0 ≤ t ≤ t(y), it follows

by integrating the first equation in (0.7) that

t(y) =
∫ t(y)

0

dt =
∫ y0

y

dy

−x− ϕ(y)
≤ 1

1− s

∫ y

0

dy

ϕ(y)
.

Thus fix ŷ ∈ S. Then

t(y) ≤ 1
1− s

∫ by
0

dy

ϕ(y)
=: T < ∞, y ≤ y ≤ ŷ.

Hence we deduce from the continuous dependence of the flow on the initial value
and the compactness of the interval [0, T ] that y ∈ S. This proves the assertion
since t(y) ≤ T . ¤

In the following picture we depict H− in the neighborhood of the origin together
with K, Γ, and Γs for three values of s, as well as seven orbits for problem (0.5)
with α = 0.4 and ε = 1.2.

|

_
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Finally, we prove that there are orbits needing infinite times to reach the origin.

1.4 Proposition Every orbit meeting M needs infinite time to reach the origin.

Proof. Choose s ∈ (0, sε] and suppose that (ξ, η) ∈ Γs ∩M . From (1.4) we deduce
that the inner product of the unit tangent vector to C(ξ, η) with the negative unit
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normal to Γs at (ξ, η) is a positive multiple of

γ(s, η) := s(1− s)ϕ(η)ϕ′(η)− η = η
[
αa2s(1− s)η2(α−1) − 1

]

= η
[
λ(s)η2(α−1) − 1

]
.

From 0 < η ≤ k2(s) =
[
λ(s)

]β it follows that γ(s, η) ≥ γ
(
s, k2(s)

)
= 0. This shows

that, given any s, the subregion of M lying below Γs is positively invariant.
For (x, y) ∈ M there is a unique s ∈ (0, sε] such that Γs meets K in (x, ys), where

ys satisfies sϕ(ys) = −x. Thus the positive orbit starting at time zero in (x, y) lies
below Γs, that is, sϕ

(
y(t)

) ≤ −x(t) for 0 ≤ t < t+, where t+ is the positive escape
time of (x, y). Consequently, by integrating the first equation of (0.7), we see that

t+ =
∫ t+

0

dt =
∫ 0

x

dx

y
≥

∫ 0

x

dx

(−x/a)1/α
=

∫ −x/a

0

dξ

ξ1/α
= ∞,

thanks to 1/α > 1. ¤

2. The final result

After the preceding preparations we can now prove the main theorem of this
paper. It gives a rather precise picture of the flow on R2 generated by (0.7).

2.1 Theorem The origin is the only critical point of the phase flow of (0.1), and
it is globally asymptotically stable. More precisely, given any R > 0, the disc B̄R is
positively invariant and every orbit converges to the rest state. The phase portrait
is symmetric with respect to the origin.

There exist real numbers satisfying 0 < x ≤ x̂ with the following properties:
(i) Every orbit meets [−x̂, x̂ ]× {0}.
(ii) If an orbit meets [−x̂, 0)× {0}, resp. (0, x̂ ]× {0}, then it stays in H−, resp.

(−H)+ :=
{

(x, y) ∈ R2 ; x > 0, y < 0
}
.

If an orbit meets (−∞,−x̂ )× {0}, resp. (x̂,∞)× {0}, then it leaves H−,
resp. (−H)+, after finite time.

(iii) The orbits through (−x̂, 0) and (0, x̂ ) reach the rest point in finite time.
(iv) Every orbit meeting

[
(−x, 0) ∪ (0, x)

]× {0} needs infinite time to reach the
critical point.

Proof. The first part of the assertion has already been observed in the Introduction
and at the beginning of Section 1.

By Proposition 1.3 and its proof there exists (x̂0, ŷ0) ∈ H− such that the positive
semiorbit starting in (x̂0, ŷ0) stays in H−, converges to (0, 0) in finite time, and every
positive semiorbit through (x̂0, η) with η > ŷ0 leaves H− by intersecting the positive
y-axis away from zero. Let γ−(x̂0, ŷ0) be the negative semiorbit starting at time
zero at (x̂0, ŷ0). Then it is easily seen that there exists x̂ > 0 such that γ−(x̂0, ŷ0)
meets (−∞, 0)× {0} for the first time in (−x̂, 0). Thus assertions (i)–(iii) are clear.
Assertion (iv) is now an easy consequence of what has just been shown and of
Proposition 1.4. ¤

In the next picture a portion of the phase plane of problem (0.1) is depicted
where ϕ is given by (0.5) with α = 0.4 and ε = 1.2.
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We conjecture, but do not know, that x = x̂ in which case there are precisely two
orbits reaching the origin in finite time.
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