arxiv:1106.2033v5 [math.FA] 8 Dec 2011

Function Spaces on Singular Manifolds

H. Amann*
Math. Institut, Universitat Zurich, Winterthurerst©Q, CH-8057 Zirich, Switzerland

Key words Weighted Sobolev spaces, Bessel potential spaces, Beaogsssingularities, non-complete Rie-

mannian manifolds with boundary
MSC (2000) 46E35, 54C35, 58A99, 58D99

It is shown that most of the well-known basic results for Setslobodeckii and Bessel potential spaces,
known to hold on bounded smooth domain®&ih, continue to be valid on a wide class of Riemannian manifolds
with singularities and boundary, provided suitable wedghthich reflect the nature of the singularities, are
introduced. These results are of importance for the stughadfal differential equations on piece-wise smooth
domains.

1 Introduction

Itis our principal concern in this paper to develop a satisfey theory of spaces of functions and tensor fields on
Riemannian manifolds which may have a boundary and may becampact and non-complete. Such a theory
has to extend the basic results known for function spaceslmgnains oR"™ with smooth boundary to this more
general setting, that is to say, embedding and interpalgtioperties, point-wise multiplier and trace theorems,
duality characterizations and, last but not least, initifecal descriptions.

Our research is motivated by — and provides the basis for —sttiay of elliptic and parabolic boundary value
problems on piece-wise smooth manifolds, on domainR’inwith piece-wise smooth boundary, in particular.
Such domains occur in a wide variety of problems modelingsptaf, chemical, biological, and engineering
processes by means of differential and pseudodiffereagjahtions. In this connection Sobolev spaces play a
predominant role, as is well-known from the theory of padi&erential equations on smooth domains. In the
presence of singularities, say edges on the boundaryj@wuof differential equations lose their smoothness
near these singularities. Since the seminal work of V.A.dtatiev [22] on elliptic boundary value problems in
domains with conical points it is known that an approprittiisg for the study of such problems is provided by
Sobolev spaces with weights reflecting the nature of theusmigy. This has since been exploited by numerous
authors and there is a large number of papers and monograpbted to elliptic problems on non-smooth
domains. Besides of the early papers by V.G. Mazand B.A. Plamenevskii [26]=[P8], the first successful
approaches to this kind of problems, we cite only the folluyiew books and refer the reader to the references
therein for further information: P. Grisvard [19], M. Dauf5], S.A. Nazarov and B.A. PlamenevsKii [30],
V.A. Kozlov, V.G. MaZya, and J. Rossmann 23], V.G. Mga, and J. Rossmanh [29] (and many more papers
and books by V.G. Mdya and coauthors), and the numerous contributions of B.éhMiRe and co-workers on
the Lo-theory of elliptic pseudo-differential boundary probleonm singular manifolds for which [34] may stand
representatively.

Weighted Sobolev spaces of a different type occur as solspaces for degenerate elliptic equations. This fact
has triggered a large amount of research on weighted Sobottvelated function spaces, e.g., A. Kufrier [24],
H. Triebel [37], H.-J. Schmeisser and H. Triebell[33], anel teferences therein. Since that work is not directly
related to the subject of our paper we do not give more detaitite more recent references.

* e-mail: herbert.amann@math.uzh.ch


http://arxiv.org/abs/1106.2033v5

2 H. Amann: Function Spaces on Singular Manifolds

In Sectiori 2 we give a precise definition of our concept of giar manifold)/. It will be seen that, to a large
extent,)M is determined by a ‘singularity functiop’e C>° (M, (0, oo)). The behavior of at the ‘singular ends’
of M, that is, near that parts @ff at whichp gets either arbitrarily small or arbitrarily large, refletihe singular
structure of M. It turns out that the basic building blocks for a useful ttyeof function spaces on singular
manifolds are weighted Sobolev spaces based on the siitgfileaction p. More precisely, we denote (i either
R or C. Then, giverk € N, A € R, andp € (1, 0), the weighted Sobolev spagg/*(M) = W,>*(M,K) is
the completion ofD(M), the space of smooth functions with compact suppoft/inin L 1,.(M) with respect
to the norm

k o 1/p
wes (X [l vl |) (1.1)
1=0

HereV denotes the Levi-Civita covariant derivative ditd u|, is the ‘length’ of the covariant tensor field‘u
naturally derived from the Riemannian metgiof M. Of course, integration is carried out with respect to the
volume measure of/. It turns out thaﬁ/I/;va(M) is well-defined, independently — in the sense of equivalent
norms — of the representation of the singularity structdr&foby means of the particular singularity function.

A very special and simple example of a singular manifold mvated by a bounded smooth domain whose
boundary contains a conical point. More precisely, supg®ss a bounded domain iR™ whose topolog-
ical boundarybdry(2), contains the origin, andl := bdry(2)\ {0} is a smooth(m — 1)-dimensional sub-
manifold of R™ lying locally on one side of). Also suppose tha® UT" is near(0 diffeomorphic to a cone
{ry; 0<r <1, ye€ B}, whereB is a smooth compact submanifold of the unit spher®&ffh. Then, en-
dowing M := U I" with the Euclidean metric, we get a singular manifold withirayke conical singularity, as
considered in[30] and [23], for example. In this case theghvgid norm[(T]1) is equivalent to

1/p
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wherer(z) is the Euclidean distance frome M to the origin. MoreoverW;,’“(JV[) coincides with the space
Vp’f/\M(Q) employed by S.A. Nazarov and B.A. PlamenevskiT (cf. p. 3flf8@]) and, in the casp = 2, by V.A.
Kozlov, V.G. MaZya, and J. Rossmann (see Section 6.2 of [23], for example).

As mentioned above, the theory of function spaces on singudanifolds is built on the weighted Sobolev
spacegfvp’“-*(M). We define weighted Sobolev spaces of negative order bytguaatid Bessel potential spaces,
H;’X(M), and Besov spaceﬁf,;g(M), by complex and real interpolation, respectively. A basisult, which
renders the theory useful, is the fact that these spaces eahdracterized locally by their ‘classical’ non-
weighted counterparts ak™ and on half-spaces. This implies, in particulelf;-* (M) = W,**(M) for k € N.

A linear differential operator on a Riemannian manifold fsttee form Zf:o a; - Viu, wherea; is a con-
travariant tensor field of ordeérand - denotes complete contraction. In order to study continpiigperties of
such operators in the weighted function spaces under canagidn we have to have at our disposal point-wise
multiplier theorems for tensor fields. Thus it is mandatargtudy spaces of tensor fields on singular manifolds.

In the particular case where we can choose the constant asgingularity function, our spaces reduce to non-
weighted Sobolev spac%’p’“(M ), Bessel potential spacés; (M), and Besov spaceS; , (M), respectively.
This is, for example, the case iff is a complete Riemannian manifold without boundary and itiinded
geometry (that isp/ has a positive injectivity radius and all covariant deriwes of the curvature tensor are
bounded). To the best of our knowledge, this is the only ctddRiemannian manifolds for which a general
theory of function spaces has been developed so far. Mooispig:

Integer order Sobolev spaces, with particular emphasib@nadlidity of Sobolev’'s embedding theorem, have
been treated by Th. Aubin [12]=[14] in the case of compactifolts with boundary, and for complete Rieman-
nian manifolds without boundary, making essential use ofatuire estimates and the positivity of the injectivity
radius. Also see E. Hebey [20] and [21] for the case whidrbas no boundary.

Bessel potential spacés, (1), 1 <p < oo, s € R, on complete Riemannian manifolds without boundary
have been introduced and investigated by R.S. StricHa6lzd8 domains of the fractional powers bf- A,
whereA, is the Laplace-Beltrami operator. H. Triebel [38], [39] ésalso [40]) established a general theory
of Triebel-Lizorkin and Besov spaces on complete Riemannianifolds without boundary and with bounded



geometry. His work makes use of a distinguished coordinyastes based on the exponential map and of mapping
properties of the Laplace-Beltrami operator.

None of the above techniques is available in our situatidmere)/ may be not complete or may not have
bounded geometry. In particular, relevant properties eflthplace-Beltrami operator are not at our disposal,
even in the case wherd has no boundary. Anyhow, they would not be helpful in the @nes of a boundary.

B. Ammann, R. Lauter, and V. Nistdr][8] introduce a class ahptete non-compact Riemannian manifolds
without boundary and with bounded geometry, called Lie rivdat$. This class encompasses, in particular,
manifolds with cylindrical ends and manifolds being Euela at infinity. In B. Ammann, A.D. lonescu, and
V. Nistor [7] Bessel potential spaces on suitable open galdd_ie manifolds — called Sobolev spaces therein
and denoted b}/’ *?» — are being investigated to some extent. Lie manifolds agéulifor the study of regularity
properties of elliptic differential operators on polyhadddomains in which case the authors are led to introduce
weighted Bessel potential spaces, the weight being eauivéd the distance to the non-smooth boundary points
(also see[]9],[[10], and the references therein for relagsdarch). The results of the present paper apply to Lie
manifolds and polyhedral domains as well and greatly extarttisharpen the investigations of these authors; in
particular, as far as the trace theorem is concerned.

There seem to be only very few general results on spacessufitéalds. J. Eichhorn [17] studies integer order
Sobolev spaces of differential forms on complete Riemanmanifolds without boundary and with bounded ge-
ometry; also seé [18]. Some results on Sobolev spaces efeliffial forms on compact manifolds with boundary
can be found in G. Schwarz [35]. Of course, there are many ¢ad fiesults in the literature, predominantly on
Ly-Sobolev spaces, for Riemannian manifolds (without bouy)daossessing specific geometries.

Section 8 is of technical nature. There we review some cdadepm differential geometry, mainly to fix
notation. Then we prove basic estimates related to the kiriustructure of the manifold. They are fundamental
for the construction of universal retractions by which we t@nsplant the well-established theory of function
spaces oiR™ to the singular manifold. For this we first have to establidbcalization procedure for tensor-
field-valued distributions od/. This is done in Sectiorid 4 afidl 5. In Sectidn 6 we show thatdlealization
procedure induces a corresponding retraction-coretirastistem on Sobolev spaces. Then, by interpolation, we
extend the retraction-coretraction theorem to Besselnpialeand Besov spaces of positive order.

After having introduced weighted Holder spaces in Sed8pwe prove in Sectiohl9 point-wise multiplier
theorems. Sectidn 10 is devoted to the trace theorem, amd ifolowing section we characterize spaces with
vanishing traces. This puts us in position to define, in 8e¢li2, spaces of negative order by duality. All
spaces under consideration possess the retractionadietr property induced from the localization procedure
for tensor-field-valued sections constructed in SedfioBysmeans of this property we can then, in Sections 13
and14, respectively, easily prove interpolation and erdimeptheorems for weighted spaces of tensor fields on
singular manifolds.

Sectiori Ib is concerned with spaces of differential formsadrticular, we establish mapping properties of the
exterior differential and codifferential operators, aaslan application, of the gradient and divergence opetators
These results are of importance in the study of differenfarators on singular manifolds. Such investigations,
which will be carried out elsewhere, rely fundamentally be tetraction-coretraction theorems established in
this paper.

For simplicity, and being oriented towards differentialiations, we restrict our considerations essentially to
weighted Sobolev-Slobodeckii spaces. However, we incaiee brief remarks concerning possible extensions
to spaces of Triebel-Lizorkin type.

2 Singular Manifolds

By a manifoldwe always mean a smooth, that 57 manifold with (possibly empty) boundary such that its

underlying topological space is separable and metrizableis, in the context of manifolds, we work in the

smooth category. A manifold need not be connected, but alhected components are of the same dimension.
We denote by the closed right half-spad&™ x R™~!in R™, whereR" = {0}. We setQ := (—1,1) C R.

If x is a local chart for anm-dimensional manifoldV/, then we writeU,, for the corresponding coordinate

patchdom(x). A local chartx is normalizedif x(U,.) = Q™ wheneverU, c M, the interior of M, whereas

k(U.) = QM NH™ if U, NOM # 0. We putQ™ := x(U,) if s is normalized.
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An atlasf for M hasfinite multiplicityif there existsk € N such that any intersection of more thiarcoor-
dinate patches is empty. It imiformly shrinkabléf it consists of normalized charts and there exists (0, 1)
such that{ x=1(rQ) ; k € & } is a cover ofM.

Given an open subséf of R™ or H™ and a Banach spade overK, we write||-[|, ., for the usual norm
of BC*(X, E), the Banach space of alle C*(X, F) such thatd®u| g is uniformly bounded for. € N™ with
la| < K.

By ¢ we denote constants 1 whose numerical value may vary from occurrence to occuggndc is always
independent of the free variables in a given formula, urd@ssxplicit dependence is indicated.

Let S be a nonempty set. OR®, the space of all real-valued functions Snwe introduce an equivalence
relation ~ by settingf ~ g iff there existsc > 1 such thatf /¢ < g < ¢f. By 1 we denote the constant function
s — 1, whose domain will always be clear from the context.

The Euclidean metric o™, (dz')? + --- + (dz™)?, is denoted byy,,. The same symbol is used for its
restriction to an open subsgtof R™ or H™, that is, for.*g,,, where. : U — R™ is the natural embedding.
Here and below, we employ the standard notation for pulklzax push-forward operations.

Let M = (M, g) be anm-dimensional Riemannian manifold. Suppgse C> (M, (0,0)) andf is an atlas
for M. Then(p, R) is asingularity datum forM if

(i) RKis uniformly shrinkable, has finite multiplicity, and is eritation preserving i/ is oriented.
%ok koo <clk), k,RER, keN.

ku(p729) ~ Gm, K E R

[ (p™29) k00 < e(k), k€ R, kEN.

[Kspllk,c0 < c(k)pr, K €&, k€N, wherep, := r.p(0) = p(k~'(0)).

(vi)  1e<pp)/px<c, peUs kER

(2.1)

In (i) and in similar situations it is understood that omlyx € & with U, N U # () are being considered. Con-
dition (iii) reads more explicitly:
kap?(2) [ /e < Rug(2)(€,€) S crup®(@) €7, 2 € Q. EER™, KeER
Note that the finite Tultiplicity ofR and the separability af/ imply thatf is countable.
Let (p, R) and(p, &) be singularity data fod/. Set

Nk):={ReR:; UsNU, #0}, K€ R.

Then(p, 8) and(p, R) areequivalentf

i) p~p
(ii) card(MN(k)) < ¢, k€K (2.2)
(i)  |For Mg <clk), KER RER, keN.

A singularity structure S (M), for M is a maximal family of equivalent singularity data.skgularity function
for M is a functionp € C>° (M, (0, 00)) such that there exists an atlaswith (p, &) € &(M). The set of all
singularity functions is thesingularity type (M), of M. By a singular manifold we mean a Riemannian
manifold M endowed with a singularity structu® (M ). ThenM is said to besingular of typeT(M). If
p € T(M), thenitis convenientto sép] := T(M). A singular manifold of typd1] is calleduniformly regular

Let (M, g) be singular of typep]. It follows from (Z3)(i)—(iv) that then(M, p~2g) is uniformly regular.
Suppose + 1. Then eitheinf p = 0 or sup p = oo, or both. Hencél/ is not compact but has singular ends. It
follows from (2.3)(iii) that the diameter of the coordingtatches converges either to zero or to infinity near the
singular ends in a manner controlled by the singularity typ&/).

Examples 2.1 (a) Every compact Riemannian manifold is uniformly regular.

(b) Let M be anm-dimensional Riemannian submanifold Bf* possessing a compact boundary. Then
M is uniformly regular.

(c) R™=R™,g,,)andd™ = (H™, g,,) are uniformly regular.
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Proof ForX e {R™ H™} andz € Z™ N X we setQ? := Q™ ifeitherX =R™ orz € H™; otherwise we
let Q7 := Q™ NH™. We putl, := z+ Q" andk,(z) :=x —zfor z € Z"NX andx € U,. Then(1, ),
wheref := { k. ; Z™ N X}, is a singularity datum fox. O

(d) Let (M, g) be singular of typdp] andy : M — N a diffeomorphism. ThelN, ¢.g) is singular of
type[e.p]. Assume(p, K) is a singularity datum fof/ and setp, 8 := { p.r; K € K}. Then(p.p, p.R)is a
singularity datum forV.

(e) Let M be singular of typdp]. Supposeé)M +# (). Denote by’: M — M the natural injection and
endowd M with the induced Riemannian metigg,, := *g. Suppose: : U, — R™ is alocal chart foi\/ with
Ue :=0U, = U, NOM # (. Put

Ri=190(l*k): Us — R™

whereiy @ {0} x R™~1 - R™~1 (0,2") — 2’. Let & be a normalized atlas fav/. Then a normalized atlas
for oM is given byfz :={K; k€ R, U, # 0}, the oneinduced byR. Assume(p, f) is a singularity datum

for M. Setp:= *p = p|OM. Then(p, fi) is a singularity datum fop M. ThusdM is singular of typd j].
() If M is a complete Riemannian manifold without boundary and \Wwitinded geometry, theh/ is

uniformly regular.
Proof This follows from Lemma 2.2.6 i [13], for example. O

In order to describe nontrivial classes of singular madgoke need some preparation. Létbe a complete
Riemannian manifold without boundary and of dimension SupposeM is an m-dimensional submanifold
of N. Denote byM the closure of\/ in N. ThenS(M) := M\ M is thesingularity set of M (in N). Thus
M = M UOM US(M) andS(M) is closed inN. In particular,M is not complete ifS(M) # 0.

We assume now thdt/ can be described, locally in the neighborhoo&¢i/), by model cusps and wedges
over such cusps. More precisely: suppdse N* := N\ {0} and B is a submanifold o§?~!, the unit sphere
in R%. Then

K{B):={ryecR¢; 0<r<1,yec B},

wherey € B is identified with its image ilR? under the natural embeddi§§—! — R, is calledmodel cone
over B in R<.
Next, letl < o < oo and assume now th#t is a submanifold 0€)?~*, whered > 2. Then

Kg(B)::{(r,ro‘y)E]Rd;O<T<1,yEB}

is themodela-cuspin R?. To allow for a unified treatment we cali¢, in abuse of language, modelcusp.
Then, giver € [1,00) and? € N,
K4(B,0) == K5(B) x Q

is themodel(a, £)-wedge over3 in R, Here and below, all references@ have to be neglected &= 0.
ThusK4(B,0) = K¢(B), and a model cusp is a specific instance of a model wedge.

If b:= dim(B), thenK%(B,¢) is a submanifold oR?** of dimensionb + 1 + ¢ and boundary<? (9B, ).
ThusdKZ (B, ) = () if 9B = (), which is the case, in particular,if = 1 andB = S?~!, orif b = 0.

Now we suppos® < ¢ < m — 1 andS is an/-dimensional submanifold oV without boundary, contained
in S(M). We also suppose € [1,0c) and B is an(m — ¢ — 1)-dimensional submanifold &~ if o = 1,
orof Q™ *~1if a > 1. ThenS is called(a, ¢)-wedge of M over B if for eachp € S there exists a normalized
local charty for N atp such thatS(M) N U, = SN U,,

P(MNU,) = (K55 (B, 1) x {0}) NQ",

and
e(SNU,) = ({0} x Q) x {0}.

Thus an(a, ¢)-wedge ofM over B looks locally like the model wedg&™*(B, ¢) in R™.

Finally, M is calledrelatively compac{sub) manifold (of N) with smooth cuspidal singularitigé M is
compactS(M) # 0, and for each connected componEmif S(M ) there existy € [1,0), £ € {0,...,m — 1},
and a compact manifol® such thaf is an(«, ¢)-wedge ofM overB.
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In the adjacent figure we have depicted a three-dimensiehal r
atively compact submanifoldl/ of R3 with smooth cuspidal singu-
larities. More precisely§ (M) consists ofy connected components,
namely of one.5-cusp, on€2, 1)-wedge (the upper rim), and three
(1,1)-wedges (one at the bottom of the figure and two on the inner
plateau).

Let M be a relatively compact submanifold &f with smooth
cuspidal singularities. Denote ythe set of connected components
of S(M). SinceS(M) is closed in}M, it is compact. Henc® is
a finite set and each € I" is a compact submanifold @f without
boundary.

Given a nonempty subsgtof S(M), we denote byly (p, S) the Riemannian distance ¥ fromp € N to S.
For eacl” € I we can find a relatively compact open neighborhtipdn N such thatiy (p, S(M)) = dn(p,T)
for p € Ur anddy(-,T') is smooth onUr. Moreover, there exists a unique € [1,00) such thatl’ is an
(ar,dim(T"))-wedge ofM over some compact manifolr of dimensionn — dim(T") — 1.

Theorem 2.2 Let M be a relatively compact manifold with smooth cuspidal siagties.
Choosey € C* (M, (0, 1)) satisfyingp(p) ~ (dn(p,T))"" for pnearT € I'. Then)M is a singular manifold

of type[p].
Proof. H. Amann([4]. O

In the case of the manifold/ depicted abovep behaves neaf(M) like the powera of the Euclidean
distance inR? to S(M), wherea = 2.5 near the vertex of the cusp,= 2 near the upper rim, and = 1 near
the remaining three wedges.

For manifolds with non-smooth cuspidal singularities wieréo [4]. There it is no longer assumed thizt is
a compact manifold, buBr itself can have (hon-) smooth cuspidal singularities. Tligers the case of corners
and intersecting wedges. In addition, [ih [4] we considegsiar manifolds which are not relatively compact; for
example: subdomains & with ‘outlets to infinity’.

3 Tensor Fields and Uniform Estimates

It is the purpose of this section to provide technical estém@n which much of what follows is based. First we
prepare some results on tensor bundles and covariant tegaFor general background information we refer
to J. Dieudonné&16], for instance.

Let M = (M, g) be anm-dimensional Riemannian manifold. We denoteélby/ andT™* M the (complexified,
if K = C) tangent and cotangent bundle, respectively. Then, givere N,

ToM := TM®° @ T*M®"

is the (o, 7)-tensor bundle of\/, that is, the vector bundle of all tensors &f being contravariant of order
and covariant of order. We use obvious conventionsdf= 0 or 7 = 0. In particular,7{M = M x K, a trivial
vector bundle. We writg“ M for the C>° (M )-module of all smooth sections @ M, the smootHc, 7)-tensor
fields onM . For abbreviation7 M := T} M and7T*M := T°M.

Forv € N* we set], := {1,...,m}". Then, given local coordinates= (z*, ...,2™) and setting
0 0 , , ,

Y Y e () o gpdt & ... Jr

92 = P R ® St dxV) = dr’' ® - Q@ dx
for (i) = (i1,...,is) € Jo, (j) € J-, the local representation efe 7. M with respect to these coordinates is
given by

_ 0 9 ()
a=ag) 57 ® dx (3.1)

with aE?) € C*°(U,). Here and below, we use the summation conventions whergirggsions are summed over
all possible values of repeated indices.



We writeg, : 7M — T*M for the conjugate linear (fiber-wise defined) Riesz isomph Thus
(X.Y) =9V, X), X YeTM, (3.2)

where
(,): T"M xTM — C>®(M) (3.3)

is the (fiber-wise defined) duality pairing. The inversgigfdenoted by?, satisfies
(0, V) =g(Y,¢*a), a€T*M, XcTM.
Denoting byg* the adjoint Riemannian metric dfi* M it follows from (3.2) that
(@, ¢"B) = (99", g*B) = 9(¢"B, g*a) = g" (. B),  «a,B€T"M. (34)

From this we obtain, in local coordinates,

— i .0 :
X = g;; X7 da’, da=yg Ta; o for X=X o O dz’ (3.5)
whereg = g;; dz' @ dz7 and[¢g"] is the inverse of the matrify;;] .
We let
() TOM x T7M — O (M) (3.6)

be the natural extension ¢f(8.3). Thus, giyea M, we write (7,7 M), for the fiber of 7’7 M overp. Then, for
decomposable tensoisp « € (I M), andv ® 8 € (T M),,

o T

(u® a,v® ﬁ>p = H<ﬁ“ Ui)p H<aj’ Vi) ps

i=1 j=1
whereu =u1 ® -+ @ u, € (TYM), anda = a1 ® -+ ® a, € (TYM),, etc. Hence
(T?M) =TIM
with respect to the ‘tensor product duality pairing™(3.®his is consistent withi T M)’ = T* M.
Supposer + 7 > 1. We put
(GTa)(ar,...,00, X1,..., Xo) = a(gs X1, ..., 9 X0, gFur, ..., g ar) (3.7)

fora e T°M, as,...,a; € T*M,andX;,..., X, € TM. This induces a conjugate linear bijection

GT:T°M —TIM, (Go)™'=a7.

T

Consequently,
(1), : TIM X TZM — C*(M),  (a,b) — (a, G7b) (3.8)

is an inner product (a vector bundle metric) BAiM, theinner product induced by. It follows from (3.3) that,
in local coordinates,

(alb)g = giyng ™ Pal) b, abeTIM, (3.9)

where
IDG) = Givin Gigger 9O = g gt (3.10)

for (i), (j) € J» and(k), (¢) € J,. Of course{a|b), = ab for a,b € TP M = C>°(M). Clearly,

Iy : TZM — C(M), aw/(ala),
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is called (vector bundle)orminduced byg. (We do not notationally indicate the dependencéaqmn). This will
be clear from the context.) Note that? = g*(a, a) for a € TY M. For this reason we also write|,- for |al, if
ae€TOM.

Lety : M — N be a diffeomorphism onto some manifdld Then one verifies

P ((a | b)g) = (pxalpid)p.g-

We denote by = V,, the (complexified, itk = C) Levi-Civita connection o’ /. It has a unique extension
overT7.? satisfying, forX € T M,

(l) va:<df7X>a fECOO(M)7
(ii) Vx(a®b) =Vxa®@b+a®Vxb, acT*M, be T2M; (3.11)
(iii) Vx{a,b) = (Vxa,b) + (a,Vxb), a € T M, be T M.
Then the covariant (Levi-Civita) derivative is the lineaam
V=V,: T’M— T’ M, a Va,
defined by
(Va,b® X) := (Vxa,b), beT M, XeTM.

Since it satisfie& g = 0, it commutes withy, andg?. From this we infer
Vx(a|b)y = (Vxal|b)y + (a|Vxb),, a,be T'M, X eTM. (3.12)

ThusV is a metric connection of? M = (T2 M, (-| )q)
Lety : M — N be a diffeomorphism. The uniqueness of the Levi-Civita @mtion implies

@ (Vga) = Vi, 4(psa), a€T7M.

Fork € N we define
VL TOM — T2, M, a— VFa
by Vla := a andV*+! := V o V*.

Now we are ready for the proof of the needed estimates. Indth@nfing, dV, denotes the Lebesgue volume

measure fo/. Furthermore, givem € 7. M and a local chark, we write [x..a] for the (m? x m™)-matrix
whose general entry eque(l«s*a)g?) =(ao n‘l)g)), with (i) € J, and(j) € J.

Lemma 3.1 Let(p, &) be a singularity datum fof), g). Then the following estimates hold uniformly with
respecttas € R:

(i) Keg ~ Prgms Fxg" ~ P Gm-
(i) p % |52gllk,00 + P2 [1Kxg* k0o < c(k), k€N
(iii) ru(dVy) ~ pitdVy, .
(iv) If 70,7 € N, then 370 [V (k.a)lg,, ~ 2 0)<, [0°[kea]lg,, fOra e T7M.

(v) Giveno, T € N,
kx(lalg) ~ pi77 [Rualg,,,  a€TIM,
and
[Kblg ~ p7 "R (Iblg,.),  bETIQL.



Proof. (1) The first part of claim (i) is immediate frob_(Rifi)(@nd (vi).

(2) By (i) and the symmetry of the spectrum of the matrik:..g] is contained in an interval of the form
p2[1/c,c] for k € K. Hencelr.g]~! has its spectrum ip,2[1/¢, | for k € & This implies the second part of
statement (i) and

5xg*]|0o < 2, K € R. (3.13)

Furthermore,

-2 _ (ExP\? -2
Pr Kxg = (p ) Ke(p™79)- (3.14)

Thus assertion (ii) follows froni{2.1)(iv)—(vi)_(Z.L3]3.{4), Leibniz’ rule, and the formulas for derivatives of
inverses (cf. Lemma 1.4.2 in H. Amarind [3]).

(3) Writing, as usual,/g := +/det[g], statement (iii) follows from (i) and..(dV;) = \/k.gdVj,,.

(4) Recall that, setting/; := V. with 9; = 9/9z°,

.0 0
X — (9 XF k xiy 2 - xk_Z_
ViX = (0XM+THXT) o X = XE o (3.15)
where the Christoffel symbolé’C are given by
205 = g (Digej + 0590 — Degiy)- (3.16)
Suppose: € 7.° M has the local representatidn (3.1). Correspondingly,
Va = Vk(l(J) 7t ® dz'? @ da*.
Then it follows from [3.1l1) and (3.15) that
(i) z) [CET l..., %)
Vikaj) = +ZPM a5) ZFM (ool (3.17)

where/ is at positions in the first sum and at positiarin the second sum (and the terms are added up fren
tol =m). We setV(k) =V}, 0---0Vy, anddy, := Oy, o--- 0 0, for (k) € J, andr € N*. Then, writing

V'a= (V(k)ag?)) 5oy © dzl) @ dz*), we obtain from[(3.17)

v ) (1)
(k)a = 8(k)a b(g)(k)’ (318)
Whereb( k) is a linear combination of the elements of

{0%) s lal<r =1 M elo (DT},

the coefficients being polynomials in the derivatives of@eistoffel symbols of order at most— 1 — |a].
We deduce from (ii) and (3.16)

IT5; 0 6 le,00 < c(0), 1<i,j,k<m, kK€K LN (3.19)
Hence[(3.IB8) implies

T

Z|V;*g(f$*a)|gm <c Z |0%[k«al|g,, s aceTM, ke&k
i=0 Jaf<r
By solving system[({3.18) fod*a EZ) we obtain an analogous expression &f,a l) in terms of V) (k.a),
¢eJ,, 0<o<r—1. Thus,invoking[(3.19) once more, we get the second halfsémsn (iv).
(5) The first part of (v) follows from[(319)[(3.10), and (iiT.he second part is then deduced by applying this
result toa := k*b. O
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From [2.1)(v) and (vi) and Lemnia3.1(ii) we find by the argumsenf step (2)
[ ((p729)) oo S k), wER keEN (3.20)

This, in combination with[(2]1)(iii) and (iv), is close todlstatement that all covariant derivatives of the curvature
tensor of(M, p~2g) are bounded. Note however that, takiig{2.2) into constaera{Z.1)(iv) and[[3.20) are
only true for atlases i (M).
Let M be a manifold andk an atlas for it consisting of normalized charts. A famﬁlf{wm X«); K€ ﬁ} isa
(uniform)localization system subordinate gif
(i) T € D(Us,[0,1]) and{ 7 ; x € &} is a partition of unity subordinate €U, ; r € & };

(ii) Xr = k" x With xy € D(Q™,[0,1]) andx | supp(k.m.) = 1; (3.21)
koo <c(k), kER keN.

L R L S

The crucial assumption, besides (i), is the uniform estni@). Assumption (ii) will simplify some formulas.
In principle, it would suffice to require that, be a cut-off function fosupp (7).

It should also be noted that, for the purpose of this papecautd replacer? in (3.21)(i) by .. In fact, then
some of the computations below would even become simplereMer, in applications to differential equations
it will be important that we can use a partition of unity whasgiare root is smooth. For this reason we employ
condition [3.21L)(i).

Lemma 3.2 Let(p, 8) be a singularity datum fod/. Then there exists a localization system subordinate to

Proof. Fixr € (0,1) such thatsl := { k=1 (rQ™) ; k € &} is a cover ofM. Chooser € D(Q™, [0, 1])
with 7 |rQ™ = 1. Setrw, := x*7. Sinceril coversM and has finite multiplicity,

1<Y ®@p)<e, peb

Putm, = ﬁ/« /> =72 Thenr, € D(U,[0,1]) andd", 72 = 1, wherer, (r,) has its support iBupp(7).
Fix x € D(Q™,[0,1]) with x| supp(7) = 1. Setx, := r*x. Then conditions[{3.21)(i) and (ii) are satisfied.
The validity of [3.21)(iii) is a consequence & (R.1)(ii). O

4 Distribution Sections

Given locally convex spacek and), we denote byZ(X, )) the space of continuous linear maps frahinto )/,
andL(X) := L(X, X). By Lis(X,)) we mean the set of all topological isomorphismgif, V). If X andy
are Banach spaces, thén’, )) is endowed with the uniform operator norm. We write-) ,, for the duality
pairing betweent” and.X, that is,(z’, z) x is the value oft’ € X’ atz € X.

Let M = (M, g) be a Riemannian manifold. Suppoge= (V,r, M) is aK-vector bundle oved!. For a
subsetS of M we denote by/s the restriction ofi’ to S, that is,Vs = 7=1(S). If k € NU {oo} andS is open
in M, thenC* (S, V) is theC*(S)-module ofC*-sections oves.

We denote by’ = V* the dual vector bundle and Hy, -) the fiber-wise defined duality pairing betwegh
andV. We also assume that is equipped with an inner product and wrjt¢,, for the corresponding vector
bundle norm.

Given an open subsétof M andg € [1, <], the Lebesgue spadg, (S, V) = (Ly(S, V), ||- ||q) is the Banach
space of all (equivalence classes of measurable) seatioh® overS such that

lollg = 1vllz,csvy = [[Tolvl,, g < o0,
whereL,(S) = L,(S,K; dV}).

In the following, we writeU cC V to mean thal/ andV are open[/ is relatively compact, an& c V.
Since M is locally compact, separable, and metrizable itrisompact. Thus there exists a sequeftg)
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such thatM; CcC M4 ande M; = M. HenceL 1,.(M, V), the vector space of sectionsof V' such that
v|S € L1(S,V) foreveryS cC M, is a Fréchet space.

We denote byD(M, V) andD(M, V) the spaces of smooth sectionslobeing compactly supported it/
and M, respectively. Fos cc M, or S cc M, we write Dg(M, V), respectivelyDg (M, V), for the linear
subspace of alb € D(M, V), respectively € D(M, V), with supp(v) C 5. ThenDg(M, V) andDg (M, V)
are Fréchet spaces (e.g., Section VII.2 of J. DieudonBiB.[1f S cC S;, thenDg (M, V) C Dg, (M, V) and
Dg, (M, V) induces orDg (M, V) its original topology. Hence we can end@ A/, V) with the LF topology
(the strict inductive limit topology) with respect to alldusubspaces dP(M, V). Similarly, D(M, V) is given
the LF topology with respect to the subspad@s(M, V). Then

D'(M,V):=D(M,V",. (4.1)

is the space of distribution sections oh, endowed with the wedkopology.
Givenv € Ly j0c(M,V),

(u — (v, u)p := /M<v,u> dVg) e D'(M,V), (4.2)

and the map
Ll,loc(MaV) —)D/(M,V), v = <1},'>D

is linear, continuous, and injective. We identifye LUOC(]\Z/, V') with the distribution sectiori (4].2) and consider
LUOC(M, V) as alinear subspace@f(M, V). Then

DV, V) < DM, V) <% L1 10c(M, V) <% Ly 10o(M, V) < D' (M, V), (4.3)

where < means ‘continuous’ and> ‘continuous and dense’ embedding. Giver C*° (M), the point-wise
multiplicationu — fu belongs tol(D(M,V")). Hence, setting

(fT)(u) :=T(fu), T eD(M,V), weDM,V,

it follows (T — fT) € E(D’(M, V). We often identifyf with this ‘point-wise multiplication’ operator.
Supposé, ¢ € N satisfyk + ¢ > 1 andE = (K***, (-,-) ;5 ), Where

(v )ps: ExE—=K, (a,b)— trace(b*a)
is the Hilbert-Schmidt inner produdt; € K*** being the conjugate matrix 6f Then
ExE—K, (a,b)— (a|b)us (4.4)

is a separating bilinear form, the duality pairingfof by which we identifyE’ with E.

Consider the trivial bundl@/ x E. As usual, we writeD(M, E) for D(M, M x E) etc. By juxtaposition of
the rows of a matrixu € K¥*¢ we fix an isomorphism fronkK**¢ onto K", wheren = k¢. By means of it we
identify D(M, E) with D(M )™, etc. Then

T(u) =Y Ti(u;), (T,u)€D'(M,E)xD(M,E), (4.5)

o

whereu = (uy,...,u,) € D(M)", etc.
AssumeX = (X, (-] -)gm) with X € {R™, H™}. Let S(X, E) be the Schwartz space of rapidly decreasing

smoothE-valued functions oiX. ThenS(X, E) is the closure oD (X, E) in S(X, E), and

S'(X,E) := 8(X,E).,.
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is the space of/-valued tempered distributions oh SinceX = R™ if X = R™, our notation is consistent with
the well-known factD(R™, E) 4 S(R™, E).

SetV := (X x E, (-]-) y¢) and note thatv, -)p, defined by[(4R) and(4.4), is for eacke D(M, V') contin-
uous with respect to the topology induced®§, £) on D(X, E). From this it follows

DX, E) <% S(X,E) = S(X, E) — S'(X, E) — D'(X, E). (4.6)

By mollifying we further obtain
DX, E) <% D'(X, E). (4.7)

Foru € 8'(R™, E) we letrt be the restriction of. to H™ in the sense of distributions, that is,
<T+u7 <p>8(]ﬁ]m,E) = <’LL, (p>S(Rm,E)7 4 S S(ﬁma E)

Thenr* € £(S'(R™, E),S'(H™, E)).

If no confusion seems likely we use the same symbol for a tinggp and its restriction to a linear subspace
of its domain. Furthermore, in a diagram arrows always grecontinuous linear maps.

Recall that aetraction ¥ — Y, whereX and) are locally convex spaces, is a continuous linear map pos-
sessing a continuous right inverse, a coretraction. Thaallowing lemma guarantees that is a retraction.

Lemma 4.1 There exists an extension operatdr such that the diagram

et rt
S(H™, E) S(R™, E) S(H™, E)
g E g
et rt
S'(H™, E) S'(R™, E) S'(H™, E)

is commuting andte™ = id.

Proof. Asin[Z5) we identifiS(X, E) with S(X)" andS’ (X, E) with &’ (X)™. Then the assertion follows
from Theorems 4.2.2 and 4.2.4 [ [3] (wifh := K). O

It is a consequence of this lemmia,_(4.8).14.6), (4. %) tha
DX, E) = S(X, B) <% 8'(X, B) <% D'(X, E)
and
DX, E) <% D'(X, ), (4.8)
due toD(X, E) C D(X, E).

5 Localization of Distribution Sections

Let A be a countable index set. Suppdgegis for eacha € A a locally convex space. We enddy,, X, with
the product topology, that is, the coarsest locally coneprlogy for which all projectiongr : [], Xo — A,

x = (zo) — xp are continuous. BYP , X, we mean the locally convex direct sum. Ths, X, is the vector
subspace of [ , X, consisting of all finitely supported € []  X., equipped with the inductive topology, that
is, the finest locally convex topology for which all injeat®Xs — @, X, are continuous. Let-, ) be the
X, -duality pairing. Then

¢y J[X < Pra—K (@ x) =D (@ Ta)a
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is a separating bilinear form, and (cf. Corollary 1 in Sectid.4.3 of H.H. Schaefei [32])

(@ Xa);* ~ TTx),- (5.1)

with respect tq(-, -), (thatis,(-, -} is the@, X,-duality pairing).
Throughout the rest of this paper we assume

e M = (M, g)is anm-dimensional singular manifold
e peI(M).
e oreNandV =V := (T7M,(]),).

It follows that we can choose
e asingularity datuntp, &),
e alocalization systenj (m,., x.) ; k € & } subordinate tc.

ForK c M we putig :={k € &; U, N K # 0 }. Then, givers € £,

. R™ if k € &\ Ronr,
") H™  otherwise

endowed with the Euclidean metig, .
We set
E=EZ:= (K", (|)gs)

and consider the trivial bundlég := (X, x E, (-|-), ) for x € &. For abbreviation,
DX E) = P DX, E), DX E):=PDEX. E),

and
D'(X,E) := [[ D' (X, B).

It follows from (5.1) thatD' (X, E) = D(X, E').,., whereE’ = ET.
We introduce linear maps

v DM, V) = DXy, E), ur ke(miu)

and
Yyt DX, E) =5 D(M,V), vx+— Tk v,

for k € K. Here and in similar situations it is understood that a plytdefined and compactly supported section
of a vector bundle is extended over the whole base manifolidiéytifying it with the zero section outside its
original domain. Moreover,

p: DIM,V) = DX E), uwr (psu)

and
P DX,E) =DM, V), v vy

The following retraction theorem shows, in particular tttheese maps are well-defined and possess unique con-
tinuous linear extensions to distribution sections.
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Theorem 5.1 The diagram

D(M,V) DX, E) D(M,V)
K E K
: 2 . Y :
D'(M,V) D'(X,E) D'(M,V)
is commuting and o ¢ = id.
Proof. (1) We set
Prll = /K g ks (Tr), ueDM,V'), keRK (5.3)

Supposek cc M. ThenL, := (K Ndom(x,)) CC X,. Assumeu € D (M,V’). Thenk, (m.u) belongs
to Dy, (X, V). Since/rrg € C>(Q™), it follows

¢n € L(DK(M, V'), DX, V), KEBSK,
due toDy_(X,,V!) < D(X,,V’). This being true for eack’ cc M, we obtain
¢n € L(D(M,V'),D(X,,V))), KER

(2) We put
Ve 1= ek ((\/Ka*g)flxv), ve DX, V), kek (5.4)

Supposel,, cC X,, and setK,, := £~ (L, Ndom(x)). ThenK, cc M. Similarly as above, we find that
¥, mapsDy, (X, V) continuously intaD()M, V'). Consequently,

U € L(D(X,,, V), D(M, V")).

(3) Set
ou = (pru), u € D(M,V").

AssumeK CC M. Sincef is uniformly shrinkable there existe (0, 1) and a finite subset i of & such that
{k7H(rQm) ; k € £k } is acover ofK. Put

My :={r € KR; there exist® € Lx with Uz NU, #0}.

ThenMik is a finite set, due to the finite multiplicity of. Sincep,.u = 0 foru € DK(M, V'yandk € 8\ Mk
it follows from step (1) tha{p mapsDx (M, V') continuously into the closed linear subspace

{ve DX, E); v, =0forr € R\ Mg }
of D(X, E'), hence intdD (X, E’). Since this is true for alk cc M,
¢ € L(D(M, V"), D(X, E")). (5.5)

(4) Put
v = Zz/?,.;vm v = (vs) € DX, E").

Let £ be a finite subset of and put

Xe ::{vE’DQO{,E’); v, =0if K € R\ L }.
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Step (2) implies that) mapsXz continuously intaD (M, V'). Thus, since this holds for all finite subsebf &,
b e L(DX, E),D(M,V")). (5.6)

(5) Foru € D(M, V') andk € f it follows from 7, x,. = 7. andy, = x*y that (1/3,1 o ¢ )u = mu. Hence
>, 72 =1implies

(1h o P)u = Zwm(goﬁu) =Zwiu=u, ue DM, V).
Thus is a retraction fronD(X, E') ontoD(M, V'), and¢ is a coretraction.
(6) Steps (3) and (4) and relatiohs (4.1) dndl(5.1) imply
U= (p) € L(D'(X,E),D'(M,V))

and
®:= () € L(D'(M,V),D'(X, E)).

By step (5), O
Vod= (o 95)/ = (idD(M,V/))/ = idD/(J\°4,V)'

(7) Suppose € D(M,V) andu € D(X, E'). Then, sed(4]2),

(@0.) = ) = S0 deudo = 3 [ o (V) () ay
-y /U

K K

/1*((/-;* (rv), U ) dng) = Z/X (prv, uk) dVy,, = {pv, u).

This proves
¢ =Q[D(M,V).
By the arguments of steps (1) and (3), V\dtohreplaced byM andX,, by X, respectively, we find
¢ € L(D(M,V),D(X,E)).

(8) Letv € D(X, E) andu € D(M,V’). Then
(Yv, uyp = (v, pu) = Z/X (Ui, Ba(Tu) Y/ Rag dVy,, = Z/m Fow (T K v, 1) dVy)
= ;/M@bﬁvmm v, = /M<z/w,u) dVy = (Yv,u)p.

Consequently,
Y ="|DX E).

Modifying the arguments of steps (2) and (4) in the obviouy gigesV € £L(D(X, E), D(M,V)).
(9) By collecting what has been proved so far we see that tgrain

D(M,V) DX, E) D(M,V)
! d ! v :
D' (M, V) D'(X,E) D' (M, V)
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is commuting, where the embeddings symbolized by the \&witows follow from[(Z.B) and(41.8). Furthermore,
U is a retraction an@ is a coretraction. Thus we read off this diagram 4D (X, E)) is dense i’ (M, V)
(cf. Lemma 4.1.6 in[[B]).

Let U be a neighborhood df in D'(M, V). Then there exists € D(X, E) such thatbu € U. Hence
Wu = ¢u € D(M, V) shows that/ N D(M, V) # §. This implies thatD(M, V) is dense irD’ (M, V). Since
® and¥ are continuous linear extensions@tnds), respectively, they are uniquely determined by the density
of the ‘vertical’ embeddings in the above diagram. Thus we danoteP and¥ also byy ands, respectively,
without fearing confusion. This establishes the theorem. O

6 Sobolev Spaces

Henceforth, we always assume
e l<p<oo, AeR.

Suppose: € N. The weightedSobolev spac#/)*(V; p) of (o, 7)-tensor fields is the completion Gi(M, V')
in L1 10c(M, V') with respect to the norm

k - 1/
U — (Z HpAJrrfdJrz |vzu|gHz) P. (61)
1=0

If o’ € (M), thenp’ ~ p and we obtain an equivalent norm by replacinig (6.1) by p’. Thus the topology of
WFA(V; p) depends on the singularity ty@& /) only. Henceforth, we simply writél,** (V') for W»*(V; p)
and denote the norfi(8.1) by||, ... Moreover,L) (V) := WA (V) and||- ||, := |-l pa- If T(M) = [1],
then all these spaces are independent @ihd we obtain the ‘standard’ Sobolev spab@é(v). The reader
should be careful not to confusg* (V) with W% (V).

We also define weighted spaces of bounded sm@oth)-tensor fields by

BCPAV) = ({u e C*M, V)5 [[ullkoon <00}, [l 00n)

where

lullk,0on == OI%%C pr+r—a+z‘ |Viu|gHoo'

The topology ofBC** (V) is independent of the particular choicef T(M).

The following basic retraction theorems show that theseepaan be characterized by means of local coordi-
nates, similarly as in the case of function spaces on conmpawifolds. Below we make free use, usually without
further mention, of the theory of function spacesif andH™. Everything for which we do not give specific
references can be found in H. Triebel[37], for example.

Let £, be a Banach space for eaelin a countable index set. Théi:= [, E,. Forl < ¢ < oo we denote
by ¢,(FE) the linear subspace @& consisting of alkc = (x,) such that

1
_ [ (Salzal ) 1< <o,
||-’B|\eq(E) =
sup, || %o llE., q = oo,
is finite. Then?,(E) is a Banach space with noanng(E), and
tp(E) — {4(E), 1 <p<gq<oo. (6.2)

We also set.(E) := @, E.. Then

ce(E) = Ly(E), 1<g<oo, ce(E) 4 l(E), q< 0. (6.3)

Furthermoregy(E) is the closure oé.(E) in (o (E).
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If each E,, is reflexive, ther?,(E) is reflexive as well, and,(E)’ = £,/ (E’) with respect to the duality
pairing{-, ) :== >, (-, ). Of coursep’ :=p/(p — 1), E':=[], E,, and(-, -),, is the E,-duality pairing.
Let (5.2) be chosen. Far< ¢ < oo we set

oo =pat ™ W) = Y, KE R,

and

pau = (P ), Yovi= Zwﬁ,nvn

foru € D'(M,V) andv € D'(X, E). If the dependence ofw, 7) is important, then we write* etc. Note

((pl);v”’z/])\,ﬁ) = (spp,fmwp,m) if p = 1.
Suppose§ is a symbol for one of the standard function spaces, say,|8atiobodeckii, Besov spaces, etc.,
onR™. Then we pu := [],. 8« andg§. := F(X, ). For exampIeWI’f =T, ngﬁ =11, VV};’“(XN, E).

Theorem 6.1 Supposé < N. The diagram

a,(0,7)’

SO)x A
D(M, V) . DX, E) " . pm,V)
K E |
©p {7
WA (V) (W) W, (V)
K E K
' ©p ' > '
(M, V) D' (X, E) (M, V)

is commuting and,) o ) = id.

Proof. (1) Itis an obvious consequence of Thedrer 5. 1uthas a retraction fronD(X, E) ontoD(M, V),

and fromD' (X, E) ontoD’ (M, V'), and thatp)) is a coretraction in each case.
(2) Estimatel(3.21)(iii), Leibniz’ rule, and, (m,u) = (k.7 )k-u imply, due toy, | supp(r,) =1,

Ien(me)llws, < cllrCoet)llweop.my, € R (6.4)

From Lemma3]1(iv) we deduce

k
NI —— / ¥ Y o malp, v, <3 /Q XV g (se)lf, AV, (6.5)
i=0 Y QX

la| <k
By part (v) of Lemm&3]1 we get, due W'u € D(M,TZ,,M) foru e D(M,V),
| m*q( *u)|gm ~ Kl*(p;*0’+’i |Vzu|g)7 K€ R.

Thus, observing Lemnia 3. 1(iii) and (2.1)(vi),
/ X|V,i*g(,‘$*u)|§m d‘/‘;m N/ ((anz; o+i—m/p |vzu|q)17d%)
e w(Ux)

for k € R. Thus we get fron{(6]4) anf (6.5)

”(p;-ﬁuH%’m < cZ/ Xu (P77 [Vl )P dV,.
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The finite multiplicity of & implies0 < >~ x. < c1,. Consequently,
lepulle,wr) < cllullipa,  u€DM,V). (6.6)

SinceD(M, V) is dense il (V) it follows ¢ € L(WFEA V), £,(W))).
(3) Similarly as in the preceding step we find

||1/’;))\,nvf-i”k,p;>\ <c HUNHWP’fNa ke R

Sincey;; | im( gﬁ) = 1 it follows from the finite multiplicity of 8 and Holder’s inequality that

IV @)l = | D0 Vi (e con)

p .
S eIV @Rl
Consequently,
[y ollkpa < cllvlle, wr), v € L,(W)).
Sincey) ppu = u for u € WFA(V) we have shown that) is a retraction front, (W) onto W (V).

(4) Foreach: € RitholdsS(X,, F) 5 W;f (X4, F). Thisis well-known ifX,; = R™ (e.g., [37]) and follows

from (4.4.3) in [3] if X, = H™. FurthermoreD(X,, E) 4 S(X,, E). In fact, this is standard knowledge if
X, = R™; otherwise it follows from Section 4.2 ia[3]. Hence

D(X, E) = WHX,, E),  keR (6.7)
Thus, since..(W}) is dense irt,,(W}), we obtain
D(X, E) <% 0,(Wh). (6.8)

(5) Analogously we find/I/;f (X, E) — D’(f&m E) for k € 8 From this and the definition of the product
topology it follows

(W) = [[ Wi (Xs. E) = DX, E).

SinceD(X, E) <> D'(X, E) we thus obtain fron{(618) tha, (W) <% D(X, E). The theorem is proved. [

Corollary 6.2 Supposé// = R™ or M = H™, andV = M x K. Then the above definition yields the usual
Sobolev spaces.

Proof. This follows from[(6.]7) and Examdle 2.1(c). O
Theorem 6.3 Supposé < N. The diagram

P
D(M, V) D(X, E) D(M, V)
R
BCHNV) e loo(BCF) = BCHA(V)
! P { Vi f
D/(M,V) D'(X, E) D' (M, V)

is commuting and, o ¢, = id.
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Proof. This is verified by modifying the preceding proof i thbvious way. O

Remark 6.4 Defines) andzZqA by replacingr, in the definition of( ), v) by x... Theng) and@ possess
the same mapping properties@sandy;. (Of course@ is not a retraction.)

Proof. Thisis clear from the preceding proofs. O

7 Sobolev-Slobodeckii and Bessel Potential Spaces

We denote by, -], the complex and by, ), ,, 1< ¢ < oo, the real interpolation functor fob < ¢ < 1.
Definitions and proofs of the results from interpolationahewhich we use below without further mention can
be found in[[37]. (Also see Section |.2 &f [1] for a summary.g Write X = Y if X andY are Banach spaces
which are equal, except for equivalent norms.

Fors > 0 we define weighteBessel potential spaces$ (o, 7)-tensor fields by

[%k’k,%k-’_l’)\]s—kv k<s<k+1, kEeN,
Hy* = HpA(V) = { A WY e, s=ke N¥,
L;‘, s =0,

whereW - = W *(V). Similarly, weightedBesov spaceare defined fos > 0 by

(WA Wyt kpy k<s<k+1, keN,

B = B3A(V) =
3 3 (WP W) o, s=keN*.

In the remainder of this paper
e F€{H, B}.
This allows us to develop the theory of Bessel potential aesioB spaces to a large extent in one and the same
setting.

Theorem 7.1 Let (5.2) be chosen and > 0. Theny, is a retraction from/,(§;) onto §;*, and ;) is a
coretraction.

Proof. Supposg,/ € N satisfyk < £. Theoreni 611 implies that the diagram

A A
WA ¥p (W) v WA
p P P

R L

kA <pp k koA
Wi e (W) Wy

is commuting, and);) o ) = id. From this it follows that); is a retraction from¢,(W}), £,(W,)], onto
(WA, WiAlg and from(6,(W)). £,(Wy)) ,  onto (WA, WiA)g,, for 0 < 6 < 1.
By Theorem 1.18.1 i [37] we obtain, using obvious notation,

[ (W), (W) g = (W5, Wile), (W), 6(Wy)) g, = b (W, Wie).

(1—0)k+0¢

Since[W},, W, lo = Hp.x , the assertion follows. O

p,K?

Forép, & € Rand0 < 0 < 1 we setéy := (1 — )& + 0&1.
Corollary 7.2 (i) HpMV) = WFAV), k eN.
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(i) Suppos® < sy < s1 < oo andd € (0,1). Then
[H;o,/\’H;hk]a - H;eJ\’ (B;oA’B;l,k)ew — B;e,/\’
providedsy > 0 in the latter case.

Proof. (i) follows fromH} . = Wk, fork € N.
(i) is a consequence of the reiteration theorems for thepdexmand real interpolation functors. O

The following theorem shows that weighted Bessel poteatidlBesov spaces can be characterized locally by
intrinsic norms, since this is the case for the spggs. In particular,B;, . = W, for s ¢ N. For this reason
we call

A A .— RBSA +
Wyt =Wy (V) = By, s € RT\N,

weightedSlobodeckii space

Theorem 7.3 Let (5.2) be selected. Suppose> 0 with s > 0 if § = B. Thenu € Ly 1,.(M, V) belongs
to §3A (V) iff k. (meu) € §5 . and

1/p
|||u|||52,A = (Z(p2+m/z’ s ()| S;N)p) < 00.

K

Moreover,|| - |- is @ norm forg;*.
p

Proof. LetX andY be Banach spacesc £(X,Y) aretraction, and € L(Y, X) a coretraction. Then

leyll < llell l[yll = llell lIreyll < llel[ [I7][ [leyll, — y €Y,
implies||-|l,- ~ |le - || x. Thus the assertion follows from Theorgml7.1, settin A O
p Y g: ‘Pp

Of course|||-|||.:.» depends on the particular singularity datgm&) and on the chosen localization system
P

subordinate tcg. Since&;;k has been invariantly defined it follows that another choidbese data results in an
equivalent norm.

Theorem 7.4 (V) is a reflexive Banach space.

Proof. Sinceg; , is reflexive (cf. Theorem 4.4.4 of [[3] K, = H™), £,(F,) is reflexive. Theorerh 711
implies thatSf;A(V) is isomorphic to a closed linear subspace/gf§,) (e.g., Lemma 1.2.3.1 ir [1]). Hence
FaM (V) is reflexive as well. O

The following theorem shows that the weighted Bessel pi@eabd Besov spaces are natural with respect
to V.

Theorem 7.5 Suppose > 0 with s > 0if §F = B, andk € N*. Then
VE e LA V)85 (V).
Proof. Sincev*uis a(o, T + k)-tensor field ifu is a (o, 7)-tensor field, it is obvious that
VR € LW V), WA (V)
for s € N. Now we obtain the assertion by interpolation, due to CargllZ.2. O

Remarks 7.6 (a) We consider the simplest caskf = (R™, g,,,) andV = M x K with T(M) = [1]. By
the arguments of the proof of Lemria13.2 we construet D(Q™, [0, 1]) such that{ 7?(- + z); z € Z™ }
is a partition of unity subordinate to the open covering+ Q™ ; z € Z™} of R™. Consequently, fixing
x € D(Q™,[0,1]) with x | supp(m) = 1, it follows that{ (- + 2), x(- + 2) ; z € Z } is a localization system
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subordinate to the ‘translation atlas’ constructed in ttempof Examplé 2.11(c). Hence Theoréml7.3 guarantees

that
1/ 1/
wer (X Imul+ D) = (I = 2l ) (7.1)
zeZ™

zZEL™

is an equivalent norm fag;, (R™), wheres > 0 if § = B. This assertion is equivalent to the ‘localization princi-
ple’ of Theorem 2.4.7 0f[40] for the Bessel potential spaklggR™ ) with s > 0 and the Besov spacé; (R™)
with s > 0.

(b) Of course, it is natural to definB;;Q(V) with 1 < ¢ < oo by replacing(-, -)97p in the definition of
B;A(V) by (-, )y .- However, in this case the proof of Theorem|7.1 does not agplyact, it follows from
Theorem 2.4.7 in [40] that there is no characterizatiofspf, (R™) analogous td(711) ip # q. For this reason
the spaceB;:;I\(V) with ¢ # p are less useful and we refrain from considering them here. O

Inthe case wher®/ = R™, aretraction-coretraction pdit,,, ¢, ) based on a localization system equivalent to
the one of Remairk’7.6(a) has been introduced in H. Amann, kbéti and G. Simoneft[[6]. In that paper, besides
establishing the analogue 6f(F.1), it is shown that, ¢,,) is useful to localize partial differential equations for
deriving maximal regularity results. This localizatioc@ique has since been applied by several authors for the
study of parabolic equations @®i" (eg., [25] and the references therein). An abstract fortimridnas been given
by S. Angenent[11]. As mentioned in the introduction, thieaetion-coretraction paif), <,01)7‘) is part of the

p
fundament on which we build (elsewhere) a theory of parategjuations on singular manifolds.

8 Holder Spaces

Let (5.2) be chosen. Fdr< s < k + 1 with k € N we denote byBC? := BC*(X,, E) the Banach space of all
u € BC*(X,, E) such that®u is uniformly (s — k)-Holder continuous fofa| = k, endowed with one of its
standard norms.

From BC*+1 — BC$ — BC* and Theorer 613 it follows

loo(BCH1) > ((BC*) > (, (BC")

Voo Vo

Bck+l,>\ C BC}CA,A

Now we defineBC** := BC**(V), the weightedpace of(s-)Holder continuougo, 7)-tensor fieldsto be the
image space of?, | /..(BC?), so that the diagram

(oo (BC*Y) v 1(BC®) ————» ((BC*)
(S ¥ (S
Bck+1,)\ 5 Bcs)\ . 5 BC}C,)\

is commuting. Of course, this definition depends on the @hofthe singularity daturtp, 8) and the localization
system subordinate t8. The following theorem shows, however, that the topology6f** is determined by
the singularity typet (A1) only.

Theorem 8.1 Supposé < s < k+ 1 withk € N.

(i) ¥2, is aretraction ontoBC** andy?, is a coretraction.

(i) BC**is a Banach space and
w e [l oo = sup o2 Ik (mw) [ 5o
K

is a norm for it. Other choices of singularity data and loealiion systems lead to equivalent norms.



22 H. Amann: Function Spaces on Singular Manifolds

Proof. (1) Assertion (i) and the claim thBC** is a Banach space afjd|ll, .., a norm are clear.
(2) Let(p, 8) be a singularity datum anfd(7:, X) ; = € & } alocalization system subordinatestoSuppose
j € Nandw € BCL. Then
R (Rw) = (Rw) o (Rox ™) = (Ror™1)* (Rw).
Thus it follows from Leibniz’ rule,[[3.21), an@(2.2)(iiihat
[eek" (Xw) | gz < el lwll pes s (8.1)
that is, _ _
(w— rE*(Xw)) € L(BCL, BCY), jeN.
SinceBC? = (BC¥, BC*1),_} «, we thus obtain
(w— k.F*(Yw)) € L(BCE, BCY). (8.2)
(3) Using)_ - 72 = 1 we find

re(phmeu) = o (P2 > #2u)
" (8.3)
= (kame) Y (pe/Pr) N (RaF" (RaTR)) P2 (kR (R (FrXW)) )
REN(K)

From [2.3)(vi) and[{212)(ii) it followsp,, ~ pz for k € & andr € 91(x). Thus we infer from[(3.21)[(8.2), and
(8.3) that

o mallsc; <¢ Y IR Grlocs e
REMN(K)

This implies that the norm associated wifh ?%) and the corresponding localization system is stronger tihen
original one. Thus the last part of the assertion followsrigrichanging the roles of the singularity data. [

We fix now any one of the equivalent norms fBrC**. Then[BO“(V) ;s> O] is the weightedHolder
scaleof (o, 7)-tensor fields on\/.

Remark 8.2 We expect
BC** = (BC** BC*'N), o, k<s<k+1, keN (8.4)
However, we cannot prove this relation since we do not knowtiér
(€ee(BC*), toe(BC* ™)) =l ((BC", BC™)_j00).
Thus we leave(8]4) as an open problem. O
We denote byCs* (V) the closure ofD(M, V) in BC*(V) for s > 0. Then[C5* (V) ; s > 0] is called

weightedsmall Holder scale The small Holder spacé?S’A should not be confused with thitle Holder
spacebc** which is the closure oBCs*+1:* in BC®*. Of coursepc®* = C3* if M is compact.

Theorem 8.3 Supposes > 0. Theny2, is a retraction frome, (C§(X, E)) onto CoMV), and @), is a
coretraction.

Proof. SinceD(X,, E) is dense irCj . := C(X,, E), it follows thatD(X, E) is dense iy (C{(X, E)).
By Theorem§5]1 arld 8.1 the diagram

d
D(X,E) ——— (C§) —— (=o(BC?)
¥a v
D(M,V) = CyNV) = BC*(V)

is commuting. From this we read off that we can insert the imjsgertical arrow. This gives the assertion.(]
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Corollary 8.4 Supposé < sy < s1 < $2 < co. Then

d
Cp & Cpr* o B 5 BO®,

Remarks 8.5 (a) Let (52) be chosen. Far,r € [1,00] ands € R denote byFy ... the E-valued Triebel-
Lizorkin spaces oiX,,. DefinquS;TA = F;;TA(V) by requiring that the diagram

D(X,E) —— {(F;,) — D'(X,E)
¥y vy vy
D(M,V) —s E3NV) —— D'(M,V)

be commuting. Thelﬂ’;;}‘(V) is a Banach space, a weighted Triebel-Lizorkin spade of)-tensor fields o/,
and

U= |\<P;\U||zq(1r3m)

is a norm for it. The topology qus;TA is independent of the particular choice of the singularayudh and the
localization system. I/ = (R™, g,,) andT(M) = [1], then we recoveF; , (R™).

Proof The first part of the assertion follows by obvious modificatiof the proof of Theorem 8.1 using the
fact that BC*(R™) is a point-wise multiplier space far;, (R™), providedk = k(s,q,r) is sufficiently large
(cf. Theorem 6.1 in W. Yuan, W. Sickel, and D. Yangl[41] org ik oo, Theorem 4.2.2 in[40]). The last part is
a consequence of the invariancelgf, (R™) under diffeomorphisms (see Theorem 6.7.in [41]). O

(b) Itis clear that we can replace in the above construction tiebél-Lizorkin spaced’; .(R™) by any
scale of spaces for which BC*-point-wise multiplier and the diffeomorphism theorem aedid. Thus, due
to Theorems 6.1 and 6.7 in [41], we can repldcg.(R™) by the scales;;7(R™) and B;:7 (R™) of Triebel-
Lizorkin and Besov type (see [41] for precise definitionspwiéver, this has to be done with care. In fact, we
could take, in particular, a scalg; (R™) with ¢ # p. But then, due to Remafk7.6(b), the spad:gg?(v)
constructed this way do not coincide with the Besov spactaimdd in Remark7]16(b) by interpolation. [

9 Point-Wise Multipliers
Supposer;, 7; € Nfori =0,1,2. Then

VIt x V72 = VI (vi,v2) — v evs (9.1)

T0
is called vector bundlmultiplicationif it is (fiber-wise) bilinear and satisfies
[v1 @ v2|g < clvifg[valg, v €V, =12

Examples 9.1 (a) The duality pairing(-, -) : V. x V.7 — V{ is a multiplication.
(b) Themap V7 x V7 = VY, (u,v) — (u|v), isamultiplication.
(c) Thetensor product® : V7' x V.22 — V7417 is a multiplication.
(d) Assumel <i<oandl<;j<r. WedenotebyC}: V7 — V73", a— Cla the contraction with
respect to positionsand;. Then|Cal, < |al, fora € V7.
Supposd <i <oy +ogandl <j <7 + 7. Then
Cho VI x V= veteet s (a,b) — Ci(a®b)

T1+72—1

is a multiplication, acontraction O

In the following, we call the point-wise extension &f (9 dgint-wise multiplication inducethy (9.1) and
denote it again bye .
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Theorem 9.2 Let (3.1) be one of the multiplications of Examples]9.1. Supposes < ¢, A1, A2 € R, and
Ao = A1 + X2. Then point-wise multiplication induced @.1)is a continuous bilinear map from

BCPM (V) x Hy** (V,72) into Hy o (V,20)
if eithers =t € Nort > s, from
BC*" (V) x B2 (V,72) into By (V,20)
if 0 <s <t,andfrom
BC® (V) x BC®*(V,72) into BC* (V70).

Proof. Suppose > 0 if § = B. Let assumption[{5]2) be satisfied. Then, gives BC**1(V5") and
v € D(M,V,22), it follows from Y~ 72 = 1 and the definition of1(x) that

Y To

Fos (Te(uov)) = Z Fou(Ttt) @ K (T20), K€ R. (9.2)
REMN(K)

Hence the point-wise multiplier properties of the HoldpasesBC! = BC!(X,, E) (see, for example, Theo-
rem 4.7.1 in Th. Runst and W. Sickél[31] for the case s; the cases = t € N follows easily from Leibniz’
rule) imply

e (retws o)y, < ellmamenlisey 3 lne(r2o)ls;, (93)
REN(K)
for k € R. Note that
card(M(k)) < ¢, K€ R, (9.4)

by the finite multiplicity of .
It is a consequence df (2.1)(ii) and

K (M20) = KB Ry (mv) = ((Rammz) (Rev)) o (Ko k™)

that (cf. [8.2) and(8]3))

ke (m20)ll5 , < cllRu(mrv)

5 reMN(k), KeRK (9.5)

Indeed, this follows from Leibniz’ rule it € N, and then, by interpolation i ¢ N (also see Theorem 4.3.2
in [40]). Thus we obtain fronf{913)=(3.5) and the densityf\/, V) in F5*2

e vlllgss < ellull oo Mollgss

for u € BC** (V) andv € §572(V,52). Now the first two assertions are implied by Theoréms$ 7.3afid 8
The last one is a consequence of the fact @t (X,;) is a point-wise multiplication algebra. O

In applications this theorem is perhaps the most usefuliptielt theorem. The next theorem is an extension
of known multiplication algebra results to the presentisgtt

Theorem 9.3 Supposé\;, A2 € R, \g = A1 + A2, ands > m/p. Then point-wise multiplication induced by
(@.10)is a continuous bilinear map from

S, A o S, A o2\ i s,A\o+m o
gp 1(V7'11) X gp 2(VT22) Into& oF /p(VT[)O)'

Proof. Theorem 4.6.4 of [31] and standard extensions to dlfespace case guarantee t§gt, is a multi-
plication algebra. Hence we infer fro (P.2) dnd(9.4)

[ (o )

P
Spor

< e lm (meu)

S IR,

REN(K)
for k € R. This implies, due td(915),
w0 wll s < ellllgpn 0l

hence the assertion. O
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10 Traces

Throughout this sectiofM = ). We write V for the restriction/, of V to OM.

SinceT' (0M) is a subbundle of codimensidrof the vector bundl¢T M) ,, overoM, there exists a unique
vector fieldn in (T'M)apr of length1, orthogonal toT'(0M ), and inward pointing (in any local chart meet-
ing 9M), theinward pointingunit normalvector field ondM. In local coordinates; = (x!,...,z™),

1 0

N Vv g11|0U; ot
Suppose: € D(M, V) andk € N. Thetrace of orderk of uw on9M, v,u € D(OM, I'/), is defined by
(vku, a) = <Vku|3M,a®n®k>, a € D(OM,Viy,)-

In local coordinates, where = uE;)) -5 ® dz'9), we infer from [3.IB), writing

0
Yru = (%u)(na @ ® da\),
that o
k ) (i)k g k—1 aé
(i) _ () ()(3)
(\/911|6UN) (vew) ;) = ((ax T +> bOD . @)’ )‘aUm (10.1)

=0
whereb l))((%) , is a polynomial in the partial derivatives of the Christbfgmbols of order at mosgt — ¢ — 1. We
write v = ~, for thetrace operator oroM.

In the next theorem, by aniversalcoretraction we mean a continuous linear map which is thguen¢ontin-
uous extension of its restriction @(OM, f/). In this sense it is independentoandp.

Theorem 10.1 Supposé € N ands > k + 1/p. Theny, extends to a retraction fro@“( ) onto
By h VpATEEL/P () |t possesses a universal coretractighsatisfyingy; oy¢ = 0for0 <i <k — 1.

Proof. (1) Let[5.R) be chosen. It follows from Lemmal3.1Gp4ii) and Lemma 1.4.2 i [3] that

lor " VE=g1t k00 + ||on (VErg11) 1||,wO <c, K € .

(2) Fort > 1/p we set
e [ BVPRNLE) e o
{0}, K € ﬁ\ﬁaM,
with the conventiorBffl/p(RO, E) = E. We denote byy, := vau~ the usual trace operator @™ if x be-

longs tofyar, and sety,, := 0 if kK € 8\ Rgar, wheredH™ = {0} x R™~! is identified withR™~1. Then we
put

—k
Ve = Pl (V9 (Fxg11)) " e 0 7, K€ R
Notep,, = p, for k € 8\ Ko
Theorems 4.6.2 and 4.6.3 6fi [3] imply that o 9% is a retraction frong, . onto E;;’“‘l/” and that there
exists a universal coretractioyj . for it satisfying
(’Yﬁoai)o’igm:ov OSZSk—L (102)

(settingyy . == 01if k € &\ KRonr). We put

_ E~
Vi = Pmk( %@(H*gu)) 7,‘57&, K € R.

)
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It follows from step (1) that
Ve € L(p s By kVP), Af € LBETVF L) (10.3)

and
Vsl + [VEsll <e, K€K

From [I0.2) and Leibniz’ rule we infer
Yiw © Ve = Oikld,  0<i <k (10.4)
(3) We use the notation of ExampleR.1(e) and(get, X ») := (7., xx) |Us for i € R. Then it is verified that

{(#s,%s); # € R} is alocalization system subordinatetoWe denote by

p

DN s G (ByTETVR) o Byt leA ()

the ‘boundary retraction’ defined analogouslyﬂp. Correspondingly,ég is the ‘boundary coretraction’.
We put

T = ﬁﬁ/%*oykon*, K E R.
It follows from (I0.1) that
k—1
Thontin = Vet + Y besVentis,  Ux € DXy, E), (10.5)
=0

where, due td(3.19) and step (¢, x|[k-1,00 < cfor0 <¢ <k —1andx € & Hence, using; . — 35,7,
we obtain

Thw € L(,0, B FVP), | Thsll <e, wesf (10.6)

PR

(4) Fori € M(k) With k, % € Rynr We setS,z := (é*%’*)(pzﬁ-). It follows from (8.1) by interpolation that,
givent > 0,
S € L(B met o)y 1Skl < elt), ke€N(K), K, k€ Roum.

From this, [I06), ands; /"7 — B3 5~'/7 we infer

Ty = Sur o Tir € L(F 2 B FYP), Tl <c. ReNk), k& e Rou, (10.7)
for0 <i<k.
The definition ofy;, implies
k—1
.°7ku_’7k 7Tm Z( ) Vek—iTk ’77()(& )
7=0
Sincex,u = 3 zem,) Tou We thus get
e A +k+1
STV () = Tiow(ep,ew) + Y Riorer(ppu), (10.8)
REMN(K)
where
k—1
Rio1miv =Y aiwiling(Xavr), v = (vx),
1=0
with

::—Z( ) () (e o) T ) Ty o)

for kK € M(x) with k, K € Ko, anda; .z := 0 otherwise.
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It follows from (2.3)(vi), [3:21),[(10J6) (10 7), and Leilz’ rule that

Hai,HE”BCZ(BXN) < C(é), H,E S ﬁ, 0 < 7 < k, ¢ € N.
Hence, using(1017) once more,
Rio17 € L(F5 BFYP), |Ri il <, mFef (10.9)
Lastly, we set
T = Thwts + Y Ri_157(v) (10.10)
REN(K)

andTyv := (T .v). Then we deduce fron (10.6). (ID.9), and the finite multipliof & that

T, € L(F5, By7h1r), (10.11)
Moreover, [10.B) implies
GaTEHUP oy = Th 0 ).

Hence it follows from Theorein 4.1 arld (10.11)
e = 12}24‘/6-!—1/;0 0Ty 0 tp;} c ﬁ(g;)\7szs)fkfl/p,)\JrkJrl/p("/)).
(5) We setyjw := (vf ,ws). Then we get from((1013)
Vi€ LBy NE).
Note that[(T0.W) [(1015), anB(10110) imply
T, oG =dpid, 0<i<k (10.12)

Furthermore, givemw ¢ 3,

(W) = 3 o TP (men i)
" k—1 k
S AN > L)

= Zpg(AJrker/P) (ﬁ,;/%*Tk_ﬁv,{ + R Z( )Tk .k /Q*Tr,{)ij,{vK),

Thus we infer from[(10.12)

e pfw) = 37 pp CHREMIPI 2y, = AR Py

forw € B3~"~'/?. Hence, by Theorefi 7.1,

/Yk _w O,Y OQD)\-HH_l/p c E(Bs k— 1/p,>\+k+1/p( ) SS )\)
and~yj o v5 = id. This proves the theorem. O

Corollary 10.2 Suppos® < j; < --- < ji ands > ji + 1/p. Then

k
(Yo%) = S V) = [[ By oM /pAtaettio(w) (10.13)

1=1
is a retraction possessing a universal coretraction.
Proof. For(vy,...,v) belonging to the product space [0 (10.13) defindfor 1 < i < k inductively by

uy = 5,1 andu; == u;—1 + %5, (v; —vj,ui—1) for 2 <i < k. Then~¢, given by~“(v1,...,vx) := ug, has
the claimed properties. O
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11 Spaces with Vanishing Boundary Values

Throughout this section we assu&!/ # (. We denote b3 = §5* (V) the closure oD(M, V) in §5.
Let (5.2) be chosen. Recalling definitiobs {5.3) dndl(5.4)pwe

cﬁgﬁu = pA I u € D(M,V),

and
O;‘_’KUN = p;’\+m/p/12,§vm v, € DX, E).
Furthermore,
cﬁ;‘u = (gfvg_’,{u), 12;9\1) = Zniz;g\ﬁvﬁ
foru € D(M,V)andv € D(X, E).
Theorem 11.1 Suppose € R*\ (N + 1/p) with s > 0if § = B. Then the diagram

. ¥p . 1/’; .
D(M, V) DX, E) D(M,V)
E o
G j oy
3 (V) 0(85) 37 (V)
&p { Uy
(V) 0(F3) 3 (V)

is commuting and’;) o ¢ = id.

Proof. (1) It follows from[[5.b) and (5l 6) that the assers@oncerning the first row of this diagram are valid
andy,) o o) = idp 7.y
(2) From Lemm&3]1(i) and (ii) and the rules for differeritigtdeterminants we deduce

VExg ~ p7 [|0% det(kig)||oo < cla)p?™, aeN" kKeR
Fora, 5 € N™ with a = 3 + ¢;, wheree; is thei-th standard basis vector Bf"*, we get

1
2,\/Fxg

From this, Leibniz’ rule, and Lemma 1.4.2 [0 [3] we infer

9°(\/Frg) = aﬂ( i det(m*g)).

VEgllk,00 < c(k)pr' kER, keN.

This implies
lwullws, < cB)p lkn(xuts)lwy,,  wER, EEN.

Now we obtaing) € L£(W}F*,¢,(W)) for k € N from (6.3) and the arguments leading from there[fol (6.6).
Analogously we findJ)g € L(L,(Wy), W) for k € N by the arguments of step (3) of the proof of Theo-
rem[6.1, as well ag‘;; o ¢y =id.

(3) SinceD(X,, E) <, I/i/p’f,6 implies D(X, E) 4 cC(WZ’f), we deduce from[{6l3) thab(X, E) is dense
in £,(WF). Clearly,,) (D(X, E)) € D(M, V). Thus we infer) € £(£,(W¥), W) for k € N from steps

(1) and (2). Similarly, we find>) (D(M,V)) € £,(WF), and thusp) € L(WF, 0,(WE)) for k € N. This
proves the theorem i € N.
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(4) Supposes € RT\ (N +1/p). For0 <60 <1set(,:),:=[],if §=H, and(-,-), = (:,-),, other-

wise. Assumé) < s < kwith k € N. Thens ¢ N+ 1/p implies%;y,i = (pr,{,ﬁg_ﬁ)s/k. Thus, cf. the proof of
Theoreni 71, ) )
fp(l?fr;s:) = (ép(Lp)agp(l?{];))s/k-

Now we infer from step (3) that is a retraction fronfp(§;) onto (L), Wk, = §52, since the latter inter-
polation space is the closure DM, E) in (L), W), ;. = §5* by the density properties df, -),. O

Corollary 11.2 Suppos® < sy < s1 < oc andf € (0,1). If sg, s1, 80 ¢ N+ 1/p, then
[Ho X Hy Mo = Hyo, (B, By Vo, = By,

providedsy > 0 in the latter case.
The next theorem characterizes the sp&;e’sby means of trace operators.

Theorem 11.3 (i) Suppos® < s < 1/pwiths > 0if § = B. Then§;vA =3

(i) Assumé € Nandk+ 1/p<s<k+1+1/p. Sety, := (y0,...7). Then
S ={ued: =0}

Proof. (i) follows from Theorefi 1111 and theocorrespondirtg)prties of these spaces Hp.

(ii) Let the assumptions of (ii) be satisfied.ufe 5*, then it is obvious by Corollafy 10.2 th&tu = 0.

Conversely, suppose e &;‘;A andy,u = 0. Then we infer from[{I0]1) thaty, o 8% )k.(m.u) = 0 for k € &
and0 < i < k. Hencer, (m,u) € §5,,. for & € Ronr (cf. Theorem 2.9.4ir([37]). Consequentiiju € £,(F5)
and, by Theore 1.1y = ) ($}u) € §3*. This proves assertion (ii). O

Theorem 11.4 Supposé € Nandk + 1/p < s<k+1+1/p. Put

k
oF V) =[] By iAW),
=0

Let¥; be a coretraction fory,. Then&;*(v) = §§;A(V) @ ¢ 83;-)(\'/)_

Proof. LetX andY be Banach spaces,c £(X,Y) andr® € L(Y, X) with r o r® =id. Thenr¢oris a
projection in£(X) and
X =ker(ror) ®@im(r¢ or) = ker(r) @ r°Y,

wherer¢Y is the image space af in X, so that® : Y — r¢Y is an isometric isomorphism (cf. Lemma 4.1.5
in [3] or Lemma 2.3.1in[[1]). Hence the assertion followsfr&€orollary[10.2 and Theorem 11.3. O
12 Spaces of Negative Order

Foru € D(M, V') andv € D(M, V') we put

(u,v)pr = / (u, vy dVj.
M
This bilinear form extends uniquely to a separating corttiraubilinear form
(50 LAV x Ly(V) = K

by which we identify the dual Banach spacelgf(1') with L;,X(V’), that is,

LyV) = L2 (V') by means of the duality pairing, -) - (12.1)

p



30 H. Amann: Function Spaces on Singular Manifolds

It follows from Theoreni_1113(i) that
DL,V <5 §5AV) <5 LA(V) (12.2)
for s > 0, with s > 0if § = B. Theoreni 7K implies th&;v\(v) is reflexive, being a closed linear subspace of

a reflexive space. Thus we put, in accordance With {12.1),

5, V)= &) s> 0. (12:3)

p

It is a consequence df (12.1)), (IR.2), and Thedrem 7.1 that
FAV) S IAV) S 5N V) S DALY, s>, (12.4)
with respect to the duality pairing, -),,, that is,
(U, 0) g-ox ) = (W, 0) 01, s>0, ue %;’,_’\(V'), v e Ly(V).

Finally, we define

BYMNV) == (B, "M V), BRANV)) (12.5)

1/2,p°
Theorem 12.1 Supposes € R with s ¢ —N* + 1/p if M # (. Them/)g is a retraction from/,,(§,)
ontoF:*(V), andy) is a coretraction.

Proof. (1) Ifs > 0 with s > 0if § = B, then this is a restatement of Theorlem 7.1. )
(2) Suppose < 0, with s ¢ —N+ 1/p if 9M # (. Then Theorerh 11]11 guarantees tmgt* is a retraction

fro.rr.1 Ly (§;S) onto 3;,3’_}(1/’) and c,f?;,)‘ is a coretraction. Sincé&;fﬁ)’ = 3, With respect to the duality
pairing(-, -),. = (-, -)x_, it follows

with respect tq-, -}. Using

°c—A _ _—X—m/pc
spp’7n _pm / SDHa

the proof of Theorem 511, and TheorEm] 7.1 we thus obtain
vy = (2,7) € L(6(F) T3 (V)

and )
oy = (0, € LBV, 6:(3}))

with ) o ) = id. This proves the assertionsf< 0.
(3) If s = 0, then the claim fong’k(V) follows by interpolation from[{I2]5) and steps (1) and (2). O

Corollary 12.2 Suppose € R ands ¢ —N* + 1/p if M # (. ThenH;* (V) = B3 (V).
It is convenient to denote boyf;k(V) for eachs € R the closure o>(M, V) in F3M(V). Then
S =32V), s<1/p.
In fact, this follows from Theorefn 13.3(i) and (IR.4).
Theorem 12.3 The Banach spac&;-rA(V) and§:*(V) are reflexive fors € R. Moreover,
() =5, V), seR

Proof. This follows from Theoreim 7.4, the fact that closeedr subspaces and reflexive Banach spaces are
reflexive, and the duality properties of the real intergolafunctor(-, -), , , (see[(125)). O
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Supposeé)M # ). SinceF:* (V) is reflexive and densely embeddedlip(V') for s > 0, we can define for
>0

!

@gs,k(v) — (Srzs);—)\(vl))
with respect to the duality pairing, -),,. By Theorenfi-ITI3(i)

§Z’>‘(V) — S:;A(v% —1+1/p<s<0.

However, ifs < —1 4 1/p, then@;*(v) is no longer a space of distribution sectionsdn but contains distri-
bution sections supported @\/. This is made precise by the next theorem in which we use ttegions of

Theoreni I114.
Theorem 12.4 Suppos@M # Jand—k —2+1/p<s < —k—1+1/pwithk € N. Put
k

agzs),)\("/) — HB;-l—i-l—l—l/p,)\—i—l-i-l/p(‘;').
=0

Then } .
V) =8 (V) @ () 95, (V)
where), mapsg,,” (V) onto] ", B};S—i_l/”/’_H”l/p/(f/).

Proof. Sinced(0M) = () the statement follows froni (12.3) and Theorem 111.4 by du#dif. Section 2
of [2])). O

13 Interpolation

Now we can improve on the interpolation results already cateCorollarie$ 7.2 anld 11.2.
Theorem 13.1 Suppose-co < 59 < s1 < 00, 0 < 6 < 1,and)g, A1 € R.

(i) The following interpolation relations,

[H22 (V). H M (V)] = Hp (V) (B2 (V). By (V)),, = By (V),

0.,p
are valid, provideds, s1, 50 ¢ —N* + 1/p if OM # 0.
(i) Suppos@M =+ () andso, s1,s9 € RT\ (N + 1/p). Then

[Hyo 2 (V), Hy M (V)] = Hy 2 (V), (B (V), Bt (V) = By (V).

0.,p

(iii) If either M = () or so, 51,59 ¢ —N* + 1/p, then(Hso*(V), Hi+*(V)), = Bt (V).

0.p
(iv) Suppos@M # § andsy, s1,s9 € RT\ (N + 1/p). Then(Ho2o(V), H3+A1 (V)
Proof. Fix[52)

(1) Setu := A1 — Ao. Denote byp,/#H,, the image space of the self-map- p,/*u of H,', so that this
map is an isometric isomorphism froff;: ontop, * > . Then Theore 1211 implies that the diagram

o BV

u— ptu
H;vlﬁ ~ P;MH;,];{
\ % (13'1)
PR K
H;'la)\l

is commuting. Interpolation theory guarantees (cf. formn({@l) in Section 3.4.1 of [37])

(Hb 0 Hy o = p M HY (13.2)

K PR’
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uniformly with respect ta; € &. From Theorern 12]1 we infer the&p“ is a retraction fronf,,(H ,’) ontOH;OvAO
and, due to[(I311), from, (p~*H') onto H:*:**, wherep™# H, := [, pt:H .. Thus, by [I3R) and interpo-
lation, )0 is a retraction front,,(p~%*H ") onto[H3°-*, Hs1*1]4. By replacingu in (I3.1) by6. we see that
¥, is a retraction front,,(p~* H’) onto H3¢-*¢. This implies the claim fo§ = H. The proof for§ = B is
analogous.

(2) The assertions of (i) follow by invoking in step (1) Thea[I1.1 instead of Theordm IR.1. The remaining
statements are obtained by similar arguments from the gporeding results oK. O

14 Embedding Theorems

Weighted Bessel potential and Besov spaces on singularfoldsienjoy embedding properties similar to the
ones known for the standard non-weighted space®’®n

Theorem 14.1 Suppose, < s < sy andu < .

(i) If OM # 0 andsg,s,s1 € RT\(N+ 1/p), then
H2AV) < BIAV) <& H0A ). (14.1)
If, moreoverp < 1, then§;=“(v) 4 §;=A(V), Whereasé';vA(V) <, §;=“(V) if p> 1.
(i) If eitherOM =0 or sg,s,s; ¢ —N* + 1/p, then
HSAV) < BIAV) <& HoA V). (14.2)

Furthermore 35+ (V') 4 FoMV)if p < 1, whereap > 1 impliesF;*(V) <, (V).

Proof. Assertions[{1411) anf_(1#.2) follow from TheoremIii®. and (i), respectively, and the general
interrelations of the real and complex interpolation famst
If p <1, thenitis obvious that

k, d kA 2k, d 2k
wy V) = WAV, wy BV) = WS V), ke N. (14.3)

p
Thus, by duality,
k, d ik
HyH(V) <= H;j(V), k e —N*. (14.4)

From these embeddings we obtain, once more by interpoldtiersecond part of assertion (i) and assertion (ii),
respectively, provided < 1. If p > 1, then the embeddings in (1#.3) ahd (14.4) are reversed. fhkusmaining
statements are also clear. O

The next theorem concerns embedding theorems of Sobolev typ
Theorem 14.2 (i) Suppose, < s; andpg, p1 € (1, 00) satisfys; — m/p1 = so — m/po. Then

(V) S Fp W),
(i) Assume >t +m/pwitht > 0ands > ¢+ m/pif t € N. Then

d m
FAV) S ).
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Proof. (1) Let the assumptions of (i) be satisfied. Since- so impliesp; < po, it follows from the known
embeddingg;! . — §;o . and from[6.2) that,, (F,.) — £y, (F,.). Moreoverm/p; = m/po + s1 — so im-

pliest) = 150 From this and Theorem12.1 we infer that the diagram

A
$p1
378)1»\ Ly, ( 18111)

{\ A+s1—so l/\
Po

Cpo (820)

SSOAJrSl*So
P

is commuting. Thus the assertions of (i) follow.
(2) Lets andt satisfy the hypotheses of (ii). Then the known embedd§jgs — Cé,ﬁ guarantee

co(F}) C ce(Ch) = co(CY).

Thus/,,(F;) < co(C}) sincecy(Cp) is closed il (CF). Hence, using) = 2m/P it follows from Theo-
rem[12.1 that the diagram

s\ SOZ); s
> ép(gp)
{\ wé(f””/? l‘
cyie (Ch)
is commuting. Thus claim (i) is implied by the densityBf M, V') in each of the spaces. O

15 Differential Forms and Exterior Derivatives

Throughout this section
e MM is oriented

For0 < k < m we consider the vector subbundle
k K
N = (NT"M, (-] ),.)
of V0 = TOM, the k-fold exterior product ofV? = T M, where\" = TOM = M x K. The sections of\"
are thek-forms onM, that is, the differential forms of orddr. We write Q* (A1) for the C>°(M)-module of

smoothk-forms, and we se@* (M) := {0} for k ¢ {0,1,...,m}.
We also consider the subbundle

A* = (ATM,(]),)

of VI =TFM. Then /\/’“ = (/\k)’ with respect to the duality pairing, -) obtained by restriction from the
V9-pairing. It follows from [3.7) and the (vector bundle) cogate linearity of)* that

G*: A" ANF, amGha
is a vector bundle isomorphism whose inverse is
Gr: NF =AY v Q0%
Letw be the Riemannian volume form 1. The definition of the Hodge adjoin3 € Q™% (M) implies

(@]B)gw=ansB,  a,B€QbM), (15.1)
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(cf. Section XX.8 of [16] or Section XI.2 iri[5]). By (318)
(v, @) = (o, v) = (| Gv) g, a € /\k7 vE /\lk.
Consequently,

(a,v}:/M<a,v> d‘/g:/M(MGkv)g*w:/Ma/\*Gkv (15.2)

for a € Q%(M) andv € D(M, \').
Theorem 15.1 All results obtained in the preceding sections for Bess&tmital and Besov spaces @f, 7)-
tensor fields remain valid for the corresponding spaces-fifrms, if (V.7, V.7) is replaced b A", A F).

Proof. Obvious. O

Justified by this we refer in the following simply to the thewrs and formulas of the preceding sections and
it is understood that we mean the corresponding resulthiéspaces of differential forms.
The exterior derivative : Q*(M) — QF+1(M) is characterized by

da(X()lea"'an): Z (_1)ZVX1(OL(X053)?177X16))
0<i<k

+ Z l+7a XZ,X]Xo,...,)?i,...,)?j,...,Xk))

0<i<j<k

for a € Q% (M) and Xo, ..., X € T M, where[X;, X;] is the Lie bracket and the usual omission symbol.
I

SinceV is torsion free, that isVxY —VyX =[X, it follows
do(Xo, ..., Xx) = Y (=1)(Vx,a)(Xo, ..., Xi,..., Xp). (15.3)
0<i<k
The coderivativé : QF(M) — Q*—1(M) is defined by
b= (=)D sdva,  a e QF(M). (15.4)
Recall
sk = (=) o o e QF (M), (15.5)

Supposer € QF~1(M) andB € QF(M). Thena A x3 € Q™1 (M) andd 3 € Q™ F+1(M). Note that[I51)
and [I5.5) imply«6 3 = (—1)* d 3 € QF(M). From this we obtain

dla A xB) =da A+ (—1D)FLaAd*f =daA*B — aA*5p.
Hence, setting = Gv with v € D(M, /\/’“),
d(a N xGv) = da A *Gro — a A *Gr_1GF16Gv.

Thus Stoke’s theorem implies, as is well-known, Green’siidia which, due td (1512), takes the form

(de,v)ar — (a, GFT16G L) 0 = / (o A *Ggo)
oM

for a € QF=1(M) andv € D(M, /\/’“). In particular,
(do,v)ar = (o, G 1 6Gro)ar (15.6)

if either o or v is compactly supported in/; thus, in particular, iDM = (). Similarly, usinga A 8 = 5 A *x«
and settingy = G_1w, we find

(68, whar = (B,G*dGr_1w)n, B eQF(M), weDM N\, (15.7)

if either 3 or w has compact support i
Now we can establish the fundamental mapping propertidssoéxterior differential and codifferential oper-
ators.
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Theorem 15.2 Suppose € R.
(i) Assume eithedM = ) or s > 0 withs > 0if § = B. Then

de L(FTMANSAATY) (15.8)
and
5 € LFTAAT TN (15.9)
(i) AssuméM £ (Pands > -2+ 1/pwiths # —1+41/p. Then
d e L(FMATZNATY) (15.10)
and )
5 e LA FTAT). (15.11)

Proof. (1) Suppose > 0 with s > 0 if § = B. Then [15.B) is a consequence[of (15.3) and The@rem 7.5.
(2) Fora € QF(M) it follows from (I5.1) and[{I515) that

Fm=h) ya Na = a A xa = a2 w.

[xaf2ew = xa A @ = (—1)
Hencep*t2k—m+m=Fk |xq| . = p**F |a|,-. This implies
x € Lis(Ly(N"), LY (AN™). (15.12)
From [3.11)(ii) we infer forX € T M
Vx(aA*B) = VxaAxf+aAVx(x8),  a,B€Q(M). (15.13)
SinceVxw = 0 we obtain from[(3.1R)
Vx ((a]B)g-w) = (Vxa|B)g-w + (] Vx B)g-w.
Using this, [I5.18), and(I8.1) we deduce. Vx (x3) = a A *Vx 3 for a € QF(M). Consequently,
Vx (x8) = *(Vx ), BeQk(M), XeTM.
By this and[(I15.12) we get
x € Lis(WIAA®), WA T2mm(A™ =) e,
Hence, by interpolation,
x € Lis(FNAY), FATHEATY),  seRT,

provideds > 0 if § = B. Now (I5.9) follows from[(I5}4) and step (1), provided 0 with s > 0 if § = B.
(3) Definition [3.T) implies

|Gka|§ = (G*a,GrG*a) = (a,G*a) = a2, o€ QF(M).
Thus, since&V commutes withy*, hence withG*,
p)\+2k+i—k |vina|g _ p)\-‘ri-i-k |Gkvza|q _ p)\-‘ri-i-k |Via|g*
fori € N. From this we deduce

G* e LisWPA AL WFARAY), (@) =G



36 H. Amann: Function Spaces on Singular Manifolds

for 7 € N. Thus, by interpolation,

G* e Lis(FANAD AN, (G5 =ay, (15.14)

fors > 0withs > 0if §F = B.
The part of [I5.9) which has already been shown Bnd (1L5.1@lyim

A= GG, € LETVTNATLETNANTTY). (15.15)

P’ P’
(4) Supposé&®M = (). Then[25.3b) and Theordm IP.3 imply
A€ LEMATE MY

for s € RT with s > 0 if § = B. From this and[{I5]6) we infer, by density, thdt is the unique continuous
extension ofl. This proves[(1518) for alk € R with the exceptios = 0 if § = B. But now we close this gap by
interpolation.

(5) Supposé@®M = () ands > 0. Then [I5.B) and (15.14) imply

Ci=GFdG 1 € LFT 22N, 3 NA).

p’ D’

Hence
C e E(g;s,k(/\k)’ g;s—l,)dﬂ(/\k—l))'

Since [(I5.)7) shows that’ is the unique continuous extension&bver&;s’k(/\k) we get assertior (13.9) for
s < 0. The casef = B ands = 0 is once more covered by interpolation. Assertion (i) is thresed.

(6) Suppos@M + . If s > 0, then [I5.1D) and{15.].1) are obvious by (i). Cleal§,mapsD(M, A\*) into
D(M, \ *). Hence[[I5.14) implies

G* e Lis(FNA AT, (G5 =ay, (15.16)

fors > 0withs > 0if §F = B.
Suppose-1+1/p < s < 0, thatis,0 < —s <1 —1/p = 1/p’. Then, by Theoref 11.3(i),

g;ls,—)\(/\/k—l) _ %;s,—)\(/\/k—l)'
From this, [15.16), and the observation of the beginnindpisfstep we infer
Ae £(§;8+17_)\(/\/k), %};s,—k(/\/k—l))'

Hence, by[(12]3),
AT e LFENATHETMAY).

Thus [15.6) implies
d e LEMAT.ENAY).

This proves clain{1510) if2 + 1/p < s < —1 + 1/p. Now we obtain assertioh (15]10) ferl + 1/p < s < 0
by interpolation, thanks to Theordm 113.1. The proof of stetet [I5.1]1) is similar. O

As an immediate consequence of this theorem we see that tigeH@placiam\ o := do + dd satisfies
Astoage € LT3 2N A", §5HAY)

if eithers € RandoM = (), ors > Owith s > 0 if § = B. If OM # (), then

AHodgc S £(§Z+27)\(/\k)7 S;7A+2 (/\k)) ’
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provideds > —2 + 1/p with s # —1 4 1/p. Note thatAxoage = —Ans if £ = 0, whereA,; = div grad is the
Laplace-Beltrami operator a¥ff.

Finally, we apply these results to derive the mapping prigeepf the basic differential operators of vector
analysis. For this we recall that the gradient and the demcg operator can be represented (taking the complex
case into account) by

grad = G' od : D(M) — D(M, Ty M) (15.17)

and
div=—00G1: D(M,TgM) — D(M), (15.18)
respectively.
Theorem 15.3 Suppose € R.

(i) Assume eithedM = () ors > 0withs > 0if § = B. Then

grad € L(FTNM), FA2(TyM)),  div e L(FSTNTEM), 557 (M)).
(i) If OM # 0 ands > —2 + 1/pwith s # —1+ 1/p, then

grad € L(F5AN M), FATHITEM)),  div e L(F5TNTM), N (M)).

Proof. It follows from [3#) that
(a,G'B) = (G'a, B),  «,B€ DM, TYM).
From this and[{15.14) we obtain by duality arguments sintdahe ones used in the preceding proof that
G' € Lis(FN(TPM), 3 2(Ty M),  (G')™' =G,
forall s € Rif 9M = ). Similarly, (I5.16) implies
G' € Lis(FNTIM), § (T4 M), seR

Now the assertion follows fronh (I5.17), (15118), and Thedi&.2. O
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