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Summary: In the first part of this paper we study abstract parabolic evolution

equations involving Banach space valued measures. These results are applied

in the second part to second order parabolic systems under minimal regularity

hypotheses on the coefficients.

Introduction

In [5] we developed a solvability and regularity theory for abstract par-
abolic evolution equations of the form

u̇+Au = µ in J. (0.1)

Here −A generates an analytic semigroup on some Banach space E, and
µ is a bounded Radon measure on a bounded interval J , taking values in
a suitable intermediate space between E and the domain of A. In that
paper it is also shown that the general theory applies to linear parabolic
boundary value problems of the form

∂tu+Au = µΩ in Ω× J,
Bu = µΓ on Γ× J, (0.2)

where Ω ⊂ Rn and Γ is the boundary of Ω. In this case µΩ is a bounded
Radon measure on Ω× J and µΓ is such a measure on Γ× J .

In [10] the semilinear analogues of (0.1) and (0.2), where µ and (µΩ, µΓ),
respectively, may also depend nonlinearly and nonlocally on the unknown
solution u, are investigated. Based on the results of [5], general existence,
uniqueness, and continuity theorems are proved and it is shown that they
have numerous applications to semilinear parabolic problems (also see [9]
for applications to control problems).

Formally, the solution of (0.1) is given by U ? µ, where U is the semi-
group generated by −A. The difficulty lies in defining a convolution of U
with a Banach space valued measure possessing suitable regularity prop-
erties which reflect the parabolicity of problem (0.1). In [5] this problem
is resolved by a detailed study of semigroups in spaces of integrable func-
tions, and a duality approach.

In [10, Section 16] it is shown how the results of [5] can be extended
to the nonautonomous case. Nonautonomous equations arise naturally
in linearization procedures. In this connection it is important that only
minimal regularity conditions are required. (See [10, Section 19], where the
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case of certain parabolic equations with lower order coefficients possessing
only weak regularity properties is treated in a somewhat ad hoc fashion.)

In this paper we present a different approach to problem (0.1) which
works equally well in the autonomous and the nonautonomous case. In
contrast to [5], where no further restriction on the generator −A is needed,
we now impose maximal Lp regularity hypotheses. Given theses assump-
tions, the theory for the linear problem (0.1), again based on a duality
argument, is now much easier and gives sharper results (even in the au-
tonomous case) than the one of [5].

This paper consists of two parts. In the first one we study problem (0.1),
given maximal regularity hypotheses. In particular, we give a natural def-
inition of a solution to this problem if µ is a Banach space valued bounded
Radon measure on J . The main result is the existence, uniqueness, and
continuity theorem of Section 8. It extends and sharpens the theory of [5]
for the case of a constant A, modulo the maximal regularity hypothesis,
of course.

In the second one we show how the general results can be applied to
nonautonomous parabolic systems involving general Radon measures, and
even more singular distributions, in Ω× J and on Γ× J . The main result
there is Theorem 16.1. Its strength lies in the fact that we require mini-
mal regularity hypotheses for the coefficients of the differential operators
(except for the x dependence of the top order ones).

We close this introduction by two particular cases of Theorem 16.1 for
which we choose a simple setting. Thus we assume that Ω is a bounded
domain in Rn with a smooth boundary lying locally on one side of it.
Moreover,

• a ∈ C
(
[0, T ], C1(Ω,Rn×n)

)
,

and it is symmetric and uniformly positive definit.

Then we put
Au := −∇ · (a∇u) + au.

In order to specify the regularity assumptions for a we suppose that

q > 1, s ≥ 0, 0 ≤ 2/ρ+ s < 1− n/q′. (0.3)

Note that this implies
1 < q < n/(n− 1).

We assume that
• a ∈ Lρ

(
(0, T ), Lξ(Ω)

)
,

where
0 ≤ 1/ξ ≤ s/n+ 1/q′ (0.4)

We also suppose that

(ν0, ~ν, µΓ) ∈M
(
Ω× [0, T )

)
×M

(
Ω× [0, T ),Rn

)
×M

(
Γ× [0, T )

)
, (0.5)

where M is the space of bounded Radon measures. Then we define a
singular distribution on Ω of order at most one by

µΩ := ν0 +∇ · ~ν.
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First we consider the Dirichlet problem

∂tu+Au = µΩ in Ω× [0, T ),

u = µΓ on Γ× [0, T ).
(0.6)

By an Lr(W s
q ) solution of (0.6) we mean a u ∈ Lr

(
(0, T ),W s

q (Ω)
)

satis-
fying∫ T

0

∫
Ω

(
−ϕ̇−∇ · (a∇ϕ) + aϕ

)
u dx dt

=
∫

Ω×[0,T )

ϕdν0 −
∫

Ω×[0,T )

∇ϕ · d~ν −
∫

Γ×[0,T )

∂νϕdµΓ

(0.7)

for all ϕ ∈ D
(
Ω× [0, T )

)
with ϕ(·, t) |Γ = 0 for 0 ≤ t < T . Here ∂ν is the

outer conormal derivative with respect to a, and D is the space of smooth
functions with compact support (in the manifold indicated in the paren-
theses). Furthermore, in the first integral on the right-hand side the mea-
sure ν0 is identified with its unique extension in M

(
Ω× [0, T )

)
assigning

the value zero to every Borel subset of Γ× [0, T ). Observe that (0.7) is
formally obtained from (0.6) by multiplying the differential equation by ϕ
and using Green’s formula, the boundary condition, and the (natural)
definition of ∇ · ~ν.

Besides of (0.6) we also consider the Neumann problem

∂tu+Au = µΩ in Ω× [0, T ),

∂νu = µΓ on Γ× [0, T ),
(0.8)

where ∂ν is the conormal derivative with respect to a. In this case, instead
of (0.4), we suppose that

• 0 ≤ 1/ξ ≤ (1 + s)/n+ 1/q′ (0.9)

with ξ ≥ 1, of course. Moreover, we replace (0.5) by

(µΩ, µΓ) ∈M(Ω)×M(Γ).

An Lr(W 1+s
q ) solution of (0.8) is a u ∈ Lr

(
(0, T ),W 1+s

q (Ω)
)

satisfying∫ T

0

∫
Ω

(−ϕ̇u+∇ϕ · a∇u+ ϕau) dx dt

=
∫

Ω×[0,T )

ϕdµΩ +
∫

Γ×[0,T )

γϕ dµΓ

(0.10)

for all ϕ ∈ D
(
Ω× [0, T )

)
, where γ denotes the trace operator. Clearly,

(0.10) is the natural weak form of (0.8).
Theorem 0.1. Suppose that

2− 2/ρ ≥ 2/r > 1 + s+ n/q′. (0.11)

Then the Dirichlet problem (0.6) has a unique Lr(W s
q ), and the Neumann

problem (0.8) a unique Lr(W 1+s
q ), solution. In either case, it depends

continuously on all data. If µΩ ≥ 0 and µΓ ≥ 0 then u ≥ 0.

Proof. This follows from Proposition 15.1, Theorems 16.1 and 17.1, and
[5, Example 1(d)]. �
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It should be remarked that the solution of the Dirichlet problem belongs
also to Lr

(
(0, T ),W 1+s

q (Ω)
)
, provided assumption (0.9) is satisfied and

µΓ = 0.
We refer to Theorem 16.1 for a precise formulation of the continuous pa-

rameter dependence and further continuity assertions. The latter theorem
takes also care of lower order derivatives and applies to general systems
and unbounded domains.

Theorem 0.1 describes a rather precise interplay between the regularity
of the coefficient a and the one of the solution. To illustrate this, we
restrict ourselves to the Dirichlet problem, for simplicity.

In the following, given a real number α, we put α+ := β [resp. α− := β]
to indicate that β > α [resp. β < α] and that β is as close to α as we please.

First we suppose that a has only little space regularity. It follows
from (0.4), by setting ρ =∞ and s = (1− n/q′)− in (0.3), that we must
have ξ = n+ at least. No matter how we choose s < 1− n/q′, Sobolev’s
embedding theorem implies W s

q (Ω) ↪→ Lr(Ω) with r :=
[
n
/

(n − 1)
]
−.

Furthermore, (0.11) requires r = 1+. In summary:

• if a ∈ L∞
(
(0, T ), Ln+(Ω)

)
,

then (0.6) has a unique L1+(L[n/(n−1)]−) solution.

Next we assume that a has little time regularity. Due to (0.3) we must
have ρ = 2+ at least, which occurs for s = 0 and q = 1+. Then we infer
from (0.4) that (practically) ξ =∞. Thus (0.11) implies that

• if a ∈ L2+

(
(0, T ), L∞(Ω)

)
,

then (0.6) has a unique L2−(L1+) solution.

Consequently,

• if a ∈ L∞
(
(0, T ), L∞(Ω)

)
, then (0.6) has a unique solution

u ∈ L2−
(
(0, T ), L1+(Ω)

)
∩ L1+

(
(0, T ), L[n/(n−1)]−(Ω)

)
.

Indeed, this follows from (0.11), that is, Theorem 0.1, since, by uniqueness,
an Lr(W s

q ) solution is independent of s, r, ρ, and q as long as (0.3), (0.4)
[resp, (0.9)], and (0.11) are satisfied.

Linear nonautonomous parabolic problems have already been discussed
in [10, Theorem 19.4] in the particular situation where a is independent
of t. The main improvement of Theorem 16.1 over the earlier result is the
fact that a is time-dependent, where only continuity is required. This is
achieved by employing maximal regularity.

For simplicity, we impose the rather strong C1 space regularity assump-
tion on a. Weaker restrictions will be discussed elsewhere.

Part 1. Abstract evolution equations involving measures

In this part we study the abstract evolution equation (0.1) under max-
imal regularity assumptions. By a solution we mean a weak solution de-
fined below in a natural way. The keys for our approach are embedding
theorems and a duality argument.
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Given Banach spaces E and F , we denote by L(E,F ) the Banach space
of all bounded linear operators from E into F , and L(E) := L(E,E). We
write Lis(E,F ) for the set of all isomorphisms in L(E,F ).

We denote by H(F ) the set of closed and densely defined linear op-
erators A in F such that −A generates a strongly continuous analytic

semigroup, { e−tA ; t ≥ 0 }, on F . If E
d
↪→ F , that is, E is continuously

and densely embedded in F , then H(E,F ) := L(E,F ) ∩H(F ).
Throughout this part

• E0 and E1 are Banach spaces with

E1
d
↪→ E0 and H(E1, E0) 6= ∅;

• 1 < p <∞.

 (H)

1. Preliminaries

Let E0 and E1 be Banach spaces such that E1
d
↪→ E0. We write [·, ·]θ

for the complex and (·, ·)θ,r, 1 ≤ r ≤ ∞, for the real interpolation functors
of exponent θ ∈ (0, 1) (see [4, Section I.2], for example, for a summary of
interpolation theory, and [11] or [16] for proofs). Then E[θ] := [E0, E1]θ
and Eθ,r := (E0, E1)θ,r for 1 ≤ r ≤ ∞ and 0 < θ < 1. Recall that

E1
d
↪→ Eθ,1

d
↪→ Eθ,q

d
↪→ Eθ,p ↪→ Eθ,∞

d
↪→ Eϑ,1

d
↪→ E0 (1.1)

for 1 < q < p <∞ and 0 < ϑ < θ < 1. Moreover,

Eθ,1
d
↪→ E[θ] ↪→ Eθ,∞, 0 < θ < 1.

For convenience, we set Ej,r := Ej for j = 0, 1 and 1 ≤ r ≤ ∞.
Let J be a subinterval of R+ containing 0 such that J̇ := J \{0} 6= ∅.

Given 1 ≤ p <∞, put

W
1
p(J) := W

1
p

(
J, (E1, E0)

)
:= W 1

p (J,E0) ∩ Lp(J,E1).

Then

W
1
p

(
J, (E1, E0)

)
↪→


Lq(J,Eθ,1) if 1 ≥ 1/q > θ − 1/p′ > 0,

C(J,E1/p′,p) if θ = 1/p′,

Cρ(J,Eθ,1) if 0 ≤ ρ < 1/p′ − θ.
(1.2)

Moreover, if θ 6= 1/p′ and E1 is compactly embedded in E0 then these em-
beddings are compact as well (see [5, Theorem 3] and Theorem III.4.10.2
of [4]). Hence, given τ ∈ J , the trace map, γτ , is well-defined by u 7→ u(τ),
and

γτ ∈ L
(
W

1
p(J), E1/p′,p

)
. (1.3)

We set

W
1
p,τ (J) := W

1
p,τ

(
J, (E1, E0)

)
:=
{
u ∈W1

p(J) ; γτu = 0
}
, τ ∈ J.
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2. Definitions and elementary properties

For T > 0 we put JT := [0, T ]. Then we

• fix T > 0 and set J := JT.

Henceforth, given a map A : J→ L(E1, E0), we identify it with its point-
wise extension, defined by (Au)(t) := A(t)u(t) for t ∈ J and u : J → E1.
The relation

A ∈ L1

(
J,L(E1, E0)

)
∩ L
(
W

1
p

(
J, (E1, E0)

)
, Lp(J, E0)

)
(2.1)

is always to be understood in this sense.
Let (2.1) be satisfied and consider the Cauchy problem

u̇+Au = f in J̇, u(0) = x, (2.2)

where
(f, x) ∈ Lp(J, E0)× E1/p′,p. (2.3)

By a (strong) Lp(E1) solution of (2.2) (on J) we mean a function
u ∈W1

p(J) satisfying (2.2) (in the point-wise sense a.e. or, equivalently,
in the distributional sense). Note that, thanks to (1.2), the initial condi-
tion has a well-defined meaning.

The operator A, satisfying hypothesis (2.1), is said to possess the prop-
erty of maximal Lp regularity (on J with respect to (E1, E0)) if one,
hence all, of the conditions of the following proposition are satisfied.
Proposition 2.1. Let (2.1) be satisfied. Then the following are equiva-
lent:

(i) ∂ +A ∈ Lis
(
W

1
p,0

(
J, (E1, E0)

)
, Lp(J, E0)

)
.

(ii) The Cauchy problem (2.2) has for x = 0 and each f ∈ Lp(J, E0)
a unique Lp(E1) solution.

(iii) (∂ +A, γ0) ∈ Lis
(
W

1
p(J), Lp(J, E0)× E1/p′,p

)
.

(iv) Problem (2.2) has for each (f, x) satisfying (2.3) a unique Lp(E1)
solution.

Proof. The map ∂ +A [resp. (∂ +A, γ0)] is linear and continuous from
W

1
p,0(J) [resp. W1

p(J)] into Lp(J, E0) [resp. Lp(J, E0)× E1/p′,p]. It is bijec-
tive iff (ii) [resp. (iv)] is true. Hence the equivalence of (i) and (ii) [resp.
(iii) and (iv)] follows from the open mapping theorem. Clearly, (iv) im-
plies (ii). Given (f, x) satisfying (2.3), set v(t) := e−tCx for t ∈ J and some
C ∈ H(E1, E0). Then v ∈W1

p

(
J, (E1, E0)

)
(cf. [4, Proposition III.4.10.2]).

Thus u ∈W1
p(J) satisfies (2.2) iff u = v + w, where w ∈W1

p(J) solves

(∂ +A)w = f − (∂ +A)v in J̇, w(0) = 0.

This proves that (ii) implies (iv). �

We denote by
MRp(J) :=MRp

(
J, (E1, E0)

)
the set of all A satisfying (2.1) and having the property of maximal
Lp regularity on J with respect to (E1, E0).

Given A ∈MRp(J), we put

K := KA := (∂ +A, γ0)−1
∣∣(Lp(J, E0)× {0}

)
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and

U := UA := (∂ +A, γ0)−1
∣∣({0} × E1/p′,p

)
.

Using obvious identifications, it follows that

K ∈ Lis
(
Lp(J, E0),W1

p,0(J)
)
, U ∈ L

(
E1/p′,p,W

1
p(J)

)
.

Clearly, u is the Lp(E1) solution of (2.2) iff u = Kf + Ux.

3. Criteria for maximal regularity

We denote by C(E) the set of all closed linear operators in the Banach
space E. Then we set

MRp(E1, E0) := L(E1, E0) ∩ C(E0) ∩MRp
(
J, (E1, E0)

)
where we identify A ∈ L(E1, E0) with the constant map t 7→ A.

Remarks 3.1. (a) The assumption that A ∈ L(E1, E0) ∩ C(E0) is equiv-
alent to A ∈ L(E1, E0) and E1

.= D(A), where D(A) is the domain of A
(in E0) endowed with its graph norm.

Proof. See Lemma I.1.1.2 in [4]. �

(b) MRp(E1, E0) ⊂ H(E1, E0).

Proof. This is a result of Dore [14] (see [4, Remark III.4.10.9(b)]). �

(c) For A ∈ H(E1, E0) put V (t) := e−tA. Also set

V ? f(t) :=
∫ t

0

V (t− τ)f(τ) dτ, f ∈ L1(J, E0), t ∈ J.

Then, if A ∈MRp(E1, E0), it follows that Kf = V ? f and Ux = V (·)x
for (f, x) satisfying (2.3).

Proof. This is a consequence of [4, Theorem III.1.5.2]. �

(d) If A ∈MRp(E1, E0) then A ∈MRq(E1, E0) for 1 < q <∞.

Proof. This is implied by (a) and [15] (also see [14]). �

We close this section with the following perturbation theorem for max-
imal regularity.

Theorem 3.2. If ϑ, θ ∈ (0, 1) and 0 ≤ 1/ρ < (1− θ) ∧ 1/p then

C
(
J,MRp(E1, E0)

)
+ L∞

(
J,L(E1, Eϑ,∞)

)
+ Lρ

(
J,L(Eθ,∞, E0)

)
is a subset of MRp

(
J, (E1, E0)

)
.

Proof. This is proved in [6]. �
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4. Estimates

In this section we derive simple but important estimates for the solution
of (2.2) if f has better integrability properties.
Proposition 4.1. Suppose that A ∈MRp(J) and p ≤ r ≤ ∞. Then

‖Kf‖W1
p(JT ) ≤ cT 1/p−1/r ‖f‖Lr(JT )

for T ∈ J̇ and f ∈ Lr(JT , E0).

Proof. This follows from Hölder’s inequality. �

Theorem 4.2. Suppose that A ∈MRp(J) and p ≤ r ≤ ∞. Then

K ∈


L
(
Lr(JT , E0), Lq(JT , Eθ,1)

)
, 1 ≥ 1/q > θ − 1/p′ > 0,

L
(
Lr(JT , E0), C(JT , Eθ,p)

)
, θ = 1/p′,

L
(
Lr(JT , E0), Cρ(JT , Eθ,1)

)
, 0 ≤ ρ < 1/p′ − θ,

for T ∈ J̇. Moreover, the norms of these linear maps are bounded by cT ε,
where ε := 1/p− 1/r. If E1 embeds compactly in E0 then K is compact
whenever θ 6= 1/p′.

Proof. For f ∈ Lr(JT , E0) denote by f0 its extension by zero over J. Then

‖f0‖Lp(J,E0) ≤ T ε ‖f‖Lr(JT ,E0), T ∈ J̇.

Hence Proposition 2.1 implies

‖Kf0‖W1
p(J) ≤ cT ε ‖f‖Lr(JT ,E0), T ∈ J̇.

The assertion follows now by applying (1.2) and taking the restriction
to JT . �

It should be noted that Theorem 4.2 is closely related to the estimates
for the autonomous case derived in [5, Section 3].

5. Green’s formula

Now we suppose that

• E0 is reflexive.

Since E1 is isomorphic to E0, thanks to H(E1, E0) 6= ∅, E1 is reflexive as
well. Consequently,

E′0
d
↪→ E′1.

Suppose that A satisfies (2.1) and put A′(t) := A(t)′ ∈ L(E′0, E
′
1) for a.a.

t ∈ J.
Proposition 5.1. If u ∈W1

p

(
J, (E1, E0)

)
and v ∈W1

p′

(
J, (E′0, E

′
1)
)

then
Green’s formula,∫ t

s

〈
v, (∂ +A)u

〉
E0
dt+

〈
v(s), u(s)

〉
E1/p′,p

=
∫ t

s

〈
(−∂ +A′)v, u

〉
E1
dt+

〈
v(t), u(t)

〉
E1/p′,p

,

holds for 0 ≤ s < t ≤ T .
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Proof. First note that

(E1/p′,p)′ =
(
(E0, E1)1/p′,p

)′ = (E′0, E
′
1)1/p′,p′ = (E′1, E

′
0)1/p,p′ (5.1)

by the duality properties of the real interpolation functors. Hence we
infer from (1.3) that

〈
v(t), u(t)

〉
E1/p′,p

is well-defined for t ∈ J. Now the

assertion is an easy consequence of [4, Proposition V.2.4.7] (also see [4,
Proposition V.2.6.1]). �

Remark 5.2. From [4, Proposition V.2.4.7] we infer that Green’s formula
remains valid for the limiting cases p = 1 and p =∞, provided the duality
pairing 〈·, ·〉E1/p′,p is replaced by 〈·, ·〉E0 . �

6. Weak and strong solutions

Henceforth, we put E•0 := E′1, E•1 := E′0, and

A• :=
(
t 7→ A′(T− t)

)
∈ L1

(
J,L(E•1 , E

•
0 )
)
.

We suppose that

• E0 is reflexive;

• A ∈MRp
(
J, (E1, E0)

)
;

• A• ∈MRp′
(
J, (E•1 , E

•
0 )
)
.

 (6.1)

A simple change of variables shows, thanks to Proposition 2.1, that the
last hypothesis is equivalent to

(−∂ +A′, γT) ∈ Lis
(
W

1
p′
(
J, (E•1 , E

•
0 )
)
, Lp′(J, E•0 )× E•1/p,p′

)
. (6.2)

Thus

K• := (−∂ +A′, γT)−1
∣∣(Lp′(J, E•0 )× {0}

)
is well-defined, and, using obvious identifications,

K• ∈ Lis
(
Lp′(J, E•0 ),W1

p′,T

(
J, (E•1 , E

•
0 )
))
. (6.3)

Suppose that

(x, f) ∈ E1/p′,p × Lp(J, E0). (6.4)

Then u is said to be a weak Lp(E1) solution of (2.2) iff u ∈ Lp(J, E1) and∫ T

0

〈
(−∂ +A′)ϕ, u

〉
E1
dt =

∫ T

0

〈ϕ, f〉E0 dt+
〈
ϕ(0), x

〉
E1/p′,p

(6.5)

for ϕ ∈ D
(
[0,T), E•1

)
.

Proposition 6.1. Let (6.1) and (6.4) be true. Then u is a weak Lp(E1)
solution of (2.2) iff it is a strong Lp(E1) solution.

Proof. If u is a strong Lp(E1) solution, then we see from Green’s formula
that it is a weak Lp(E1) solution.
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Conversely, suppose that u ∈ Lp(J, E1) satisfies (6.5). Since A be-
longs toMRp

(
J, (E1, E0)

)
, the function v := (∂ +A, γ0)−1(f, x) is a well-

defined element of W1
p

(
J, (E1, E0)

)
. Hence Green’s formula implies∫ T

0

〈ϕ, f〉E0 dt =
∫ T

0

〈
ϕ, (∂ +A)v

〉
E0
dt

=
∫ T

0

〈
(−∂ +A′)ϕ, v

〉
E1
dt−

〈
ϕ(0), x

〉
E1/p′,p

for ϕ ∈ D
(
[0,T), E•1

)
. Thus we infer from (6.5) that∫ T

0

〈
(−∂ +A′)ϕ, u− v

〉
E1
dt = 0 (6.6)

for all ϕ ∈ D
(
[0,T), E•1

)
. It is not difficult to see thatD

(
[0,T), E•1

)
is dense

in W1
p′,T

(
J, (E•1 , E

•
0 )
)
. Hence (6.6) holds for all ϕ in the latter space. This

implies, thanks to (6.2), that

〈g, u− v〉Lp(J,E1) = 0, g ∈ Lp′(J, E•0 ).

Hence u = v, that is, u is a strong Lp(E1) solution. �

Corollary 6.2. If (6.1) and (6.4) hold then problem (2.2) possesses ex-
actly one weak Lp(E1) solution, namely the unique strong one.

7. Evolution equations with measures

Let X be a σ-compact metric space and E a Banach space. We refer
to [5] for precise definitions of E-valued measures and denote byM(X,E)
the Banach space of all E-valued bounded Radon measures on X.

As usual, C0(X,E) is the Banach space of all E-valued continuous
functions on X vanishing at infinity, endowed with the maximum norm.
Then the (generalized) Riesz representation theorem guarantees that

C0(X,E)′ =M(X,E′) (7.1)

with respect to the duality pairing

〈µ, ϕ〉C0(X,E) :=
∫
X

ϕdµ, (µ, ϕ) ∈M(X,E′)× C0(X,E).

Let σ be a positive Radon measure on X. We identify f ∈ L1(X,σ,E′)
with that measure in M(X,E′) which is absolutely continuous with re-
spect to σ and has f as density, that is, with f dσ. Then

L1(X,σ,E′) ↪→M(X,E′). (7.2)

In fact, it follows easily from (7.1) that L1(X,σ,E′) is a closed linear
subspace of M(X,E′).

Let assumption (6.1) be satisfied. From (6.3) and (an obvious modifi-
cation of the proof of) Theorem 4.2 we deduce that

K• ∈ L
(
Lr′
(
JT , E

•
0 ), C0

(
[0, T ), E•1/p,p′

))
, p′ ≤ r′ <∞, 0 < T ≤ T,

(7.3)



Nonautonomous parabolic equations involving measures 11

and that the norm of this linear operator is bounded by cT 1/p′−1/r′ . Thus
(7.1) and (5.1) imply

(K•)′ ∈ L
(
M
(
[0, T ), E1/p′,p

)
, Lr(JT , E1)

)
(7.4)

and
‖(K•)′‖ ≤ cT 1/r−1/p (7.5)

for 1 < r ≤ p and 0 < T ≤ T.
Note that, given µ ∈M

(
[0,T), E1/p′,p

)
, writing u := (K•)′µ is equiva-

lent to

〈g, u〉Lp(J,E1) = 〈µ,K•g〉C0([0,T),E•
1/p,p′ )

, g ∈ Lp′(J, E•0 ). (7.6)

Set ϕ := K•g and recall that ϕ ∈W1
r′,T

(
J, (E•0 , E

•
1 )
)
. It follows that (7.6)

is equivalent to∫ T

0

〈
(−∂ +A′)ϕ, u

〉
E1
dt =

∫
[0,T)

ϕdµ, ϕ ∈ D
(
[0,T), E•1

)
, (7.7)

where we used the density of D
(
[0,T), E•1

)
in W1

r′,T

(
J, (E•1 , E

•
0 )
)
. By com-

paring (7.7) with (6.5) it is natural to call u weak Lp(E1) solution of
the parabolic evolution equation

u̇+Au = µ in [0,T)

iff u belongs to Lp(J, E1) and satisfies (7.7). Observe that we do not
prescribe an initial value since such a condition is implicitly contained
in µ. In fact, if µ equals xδ0 + µ0 with µ0

(
{0}
)

= 0 then the right-hand
side of (7.7) takes the form∫

(0,T)

ϕdµ0 +
〈
ϕ(0), x

〉
E1/p′,p

.

Also note that this definition is the natural extension of the corresponding
concept studied in Section 6.

Example 7.1. (Autonomous operators) Let (6.1) be satisfied an sup-
pose that A is independent of t ∈ J. Then we write A ∈MRp(E1, E0).
Thus A′ ∈MRp′(E•1 , E•0 ). Put V (t) := e−tA and

W ~ g(t) :=
∫ T

t

e−(τ−t)A′g(τ) dτ, g ∈ L1(J, E•0 ).

It follows from Remark 3.1(c) by an obvious change of variables that
K• = W~ . Moreover (cf. the proof of [5, Lemma 6]),

(K•)′f = V ? f, f ∈ L1(J, E0).

For this reason we set

V ? µ := (K•)′µ, µ ∈M(J, E1/p′,p),

thus defining (formally) a convolution of a strongly continuous semigroup
and a Banach space valued measure. �
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8. The main theorem

Let assumptions (H) and (6.1) be satisfied. Als suppose that

• 1 ≤ r < p;

• B ∈ L1

(
J,L(E1, E0)

)
∩ L
(
Lr(J, E1), L1(J, E1/p′,p)

)
.

}
(8.1)

Then, given µ ∈M
(
[0,T), E1/p′,p

)
, we consider the perturbed problem

u̇+ (A+B)u = µ in [0,T). (8.2)

Note that A+B is no longer required to possess the property of maximal
Lp regularity. Clearly, by a weak Lr(E1) solution of (8.2) we mean a
u ∈ Lr(J, E1) satisfying∫ T

0

{〈
(−∂ +A′)ϕ, u

〉
E1

+ 〈ϕ,Bu〉E1/p′,p〉
}
dt =

∫
[0,T)

ϕdµ (8.3)

for all ϕ ∈ D
(
[0,T), E•1

)
.

Now we can prove the following general existence, uniqueness, and con-
tinuity theorem for abstract linear parabolic equations involving measures.
Theorem 8.1. Let assumptions (H), (6.1) and (8.1) be satisfied. Then:

(i) (Existence and uniqueness) Problem (8.2) has for each µ belong-
ing to M

(
[0,T), E1/p′,p) a unique weak Lr(E1) solution u.

(ii) (Weak∗-weak continuity) If M
(
[0,T), E1/p′,p

)
is given the weak

star and Lr(J, E1) the weak topology, then the solution map

M
(
[0,T), E1/p′,p) 7→ Lr

(
(0,T), E1

)
, µ 7→ u

is continuous.
(iii) (Continuous dependence on all data) Suppose that

• Aj ∈MRp
(
J, (E1, E0)

)
is such that A•j ∈MRp′

(
J, (E•1 , E

•
0 )
)
;

• Bj ∈ L1

(
J,L(E1, E0)

)
∩ L
(
Lr(J, E1), L1(J, E1/p′,p)

)
;

• µj ∈M
(
[0,T), E1/p′,p

)
;

• (A•j , Bj , µj)→ (A•, B, µ) in

L
(
W

1
p′,T

(
J, (E•1 , E

•
0 )
)
, Lp′(J, E•0 )

)
× L

(
Lr(J, E1), L1(J, E1/p′,p)

)
×M

(
[0,T), E1/p′,p

)
.

Let uj be the weak Lr(E1) solution of u̇+ (Aj +Bj)u = µj. Then
uj converges in Lr(J, E1) towards u.

(iv) (Compactness) Suppose that E1 is compactly embedded in E0

and that 1/p′ < θ ≤ 1. Then the solution map is compact from
M
(
[0,T), Eθ,∞

)
into Lr(J, E1).

Proof. (i) Given u ∈ Lr(J, E1/p′,p), it follows from (7.2) that −Bu+ µ

belongs to M
(
[0,T), E1/p′,p

)
. Thus, setting

C := (K•)′B ∈ L
(
Lr(J, E1)

)
, g := (K•)′µ ∈ Lr(J, E1),

we deduce from (7.6) and (7.7) that (8.3) is equivalent to u+ Cu = g in
Lr(J, E1). Hence it suffices to show that 1 + C is bijective.
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Note that (7.5) implies that C ∈ Lr
(
(0, T ), E1

)
and that there exists a

constant c0 such that

‖C‖L(Lr((0,T ),E1)) ≤ c0T 1/r−1/p, 0 < T ≤ T. (8.4)

Fix τ ∈ (0,T] and a positive integer k such that c0τ1/r−1/p ≤ 1/2 and
kτ = T. Then we see from (8.4) that (1 + C)−1 exists in L

(
Lr(0, τ), E1)

)
and has its norm bounded by 2. Thus the assertion is true if T is re-
placed by (0, τ). An obvious modification of this argument proves that
(8.2) has a unique Lr(E1) solution if [0,T) is replaced by

[
iτ, (i+ 1)τ

)
for

1 ≤ i ≤ k − 1. Now the assertion follows from µ =
∑k−1
i=0 µ

∣∣[iτ, (i+ 1)τ
)

and the linearity of the problem.
(ii) It suffices to prove the assertion if [0,T) is replaced by a subin-

terval of length τ . Thus we can assume that 1 + C is an automorphism
of Lr(J, E1). Hence, since u = (1 + C)−1(K•)′µ, it follows that the weak
continuity of u is equivalent to the weak continuity of (K•)′µ in Lr(J, E1).
Given ϕ ∈ Lr′(J, E•0 ), we know from (7.3) that K•ϕ ∈ C0

(
[0,T), E•1/p,p′

)
.

Now the assertion follows from

〈ϕ, u〉Lr(J,E1) = 〈µ,K•ϕ〉C0([0,T),E•
1/p,p′ )

and (E•1/p,p′)
′ = E1/p′,p (see (5.1)).

(iii) The assumptions imply that

−∂ +A′j → −∂ +A in L
(
W

1
p′,T

(
J, (E•1 , E

•
0 )
)
, Lp′(J, E•0 )

)
.

Thus the smoothness of the inversion map and K•j = (−∂ +A′j)
−1 guar-

antee that K•j → K• in L
(
Lp′(J, E•0 ),W1

p′,T

(
J, (E•1 , E

•
0 )
))

, hence, thanks
to (1.2) and r′ ≥ p′, in L

(
Lr′(J, E•0 ), C0

(
[0,T), E•1/p,p′

))
. Consequently,

by invoking the isometry of the duality map, we see that (K•j )′ → (K•)′

in L
(
M
(
[0,T), E1/p′,p

)
, Lr(J, E1)

)
. It follows that Cj = (K•)′Bj → C in

L
(
Lr(J, E1)

)
(recall (7.2)). Since the set of automorphisms is open in

L
(
Lr(J, E1)

)
and inversion is smooth, we obtain (1 + Cj)−1 → (1 + C)−1

in L
(
Lr(J, E1)

)
. Now the assertion follows from uj = (1 + Cj)−1(K•j )′µj .

(iv) Schauder’s theorem implies that E•1 is compactly embedded in E•0 .
Hence we deduce from (1.2) that W1

p′,T

(
J, (E•1 , E

•
0 )
)

embeds compactly
into C0

(
[0,T), E•1−θ,1

)
, thanks to 1− θ < 1/p. Thus K• is a compact

linear map from Lr′(J, E•0 ) into C0

(
[0,T), E•1−θ,1

)
. Since

(E•1−θ,1)′ =
(
(E•0 , E

•
1 )1−θ,1

)′ = (E1, E0)1−θ,∞ = Eθ,∞,

Schauder’s theorem guarantees that (K•)′ maps M
(
[0,T), Eθ,∞

)
com-

pactly into Lr(J, E1). �

9. Positivity

In this section we prove a general positivity result which will be used in
the last section to derive a weak maximum principle for parabolic systems.

Suppose that E is an ordered Banach space (OBS). Every Banach
space F satisfying F ↪→ E, it is given the natural (or induced) order. Thus,
if E+ is the positive cone of E then F+ := i−1(E+), where i : F ↪→ E is
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the natural injection. The dual space E′ is endowed with the dual or-
der, that is, e′ ∈ E′ is positive, in symbols: e′ ≥ 0, iff 〈e′, e〉E ≥ 0 for each
e ∈ E+. Clearly, L1(J, E) is given the natural order whose positive cone
is L1(J, E+). Product spaces of OBSs are ordered by the product of their
positive cones.

An operator B ∈ L(E) is positive, that is, B ≥ 0, iff Be ≥ 0 for all
e ∈ E+. If C is a closed linear operator in E then C is resolvent positive
if some interval (α,∞) belongs to the resolvent set of −C and (λ+ C)−1

is positive for λ > α . Finally, if E0 is an OBS then H+(E1, E0) denotes
the set of all resolvent positive operators in H(E1, E0).
Theorem 9.1. Let E0 be an OBS and suppose that

A ∈MRp
(
J, (E1, E0)

)
∩ Cρ

(
J,H+(E1, E0)

)
for some ρ ∈ (0, 1]. Then (∂ +A, γ0)−1 ≥ 0.

Proof. Since A ∈ Cρ
(
J,H+(E1, E0)

)
we know from [4, Theorem II.1.2.1]

that (2.2) has for each (f, x) ∈ Cρ(J, E0)× E1 a unique classical solution
u ∈ C1(J, E1). Furthermore, [4, Corollary II.4.4.2] guarantees the exis-
tence of a unique parabolic evolution operator U (with regularity sub-
space E1) such that

u(t) = U(t, 0)x+
∫ t

0

U(t, τ)f(τ) dτ, t ∈ J.

Since A(t) ∈ H+(E1, E0) we know from [4, Theorem II.6.4.2] that U(t, s)
is positive for 0 ≤ s ≤ t ≤ T. Thus u ≥ 0 if (f, x) ≥ 0. Since C1(J, E1) is a
linear subspace of W1

p

(
J, (E1, E0)

)
it follows that u = (∂ +A, γ0)−1(f, x).

Hence

(∂ +A, γ0)−1(f, x) ≥ 0, (f, x) ∈ Cρ(J, E+
0 )× E+

1 . (9.1)

By mollification one shows that Cρ(J, E+
0 ) is dense in Lp(J, E+

0 ). Put
B := A(0). Then (1 + εB)−1x converges towards x in E1/p′,p as ε→ 0+
(cf. Lemma II.6.1.1 and Theorem V.2.1.3 in [4]). From this, the fact that
(1 + εB)−1x ∈ E1, and the resolvent positivity of B we infer that E+

1 is
dense in E+

1/p′,p. Thus the assertion follows from (9.1) and the closedness
of the positive cones. �

10. Interpolation extrapolation settings

In this section we prove a version of Theorem 8.1 in a setting which is
particularly well suited for applications to parabolic differential equations.

Suppose that

• F0 is a reflexive Banach space;
• C is a closed and densely defined linear operator in F0

containing 0 in its resolvent set;

• (·, ·)θ ∈
{

[·, ·]θ, (·, ·)θ,r ; 1 < r <∞
}

for 0 < θ < 1.

 (10.1)

Put F1 := D(C), the domain of C endowed with its graph norm. Also
put F ]0 := F ′0 and F ]1 := D(C ′). Denote by (·, ·)]θ the interpolation functor
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dual to (·, ·)θ, defined by

(·, ·)]θ :=

{
[·, ·]θ if (·, ·)θ = [·, ·]θ,
(·, ·)θ,r′ otherwise.

Set
Fθ := (F0, F1)θ, F ]θ := (F ]0 , F

]
1)θ, 0 < θ < 1,

and
Fθ := (F ]−θ)

′, F ]θ := (F−θ)′, −1 ≤ θ < 0.

Then [Fα ; |α| ≤ 1 ] is the interpolation extrapolation (space) scale (of
order 1) generated by (F,C) and (·, ·)θ, 0 < θ < 1, and [F ]α ; |α| ≤ 1 ] is
its dual scale. It follows that Fα is reflexive with

Fα
.= (F ]−α), |α| ≤ 1,

where .= means “equal except for equivalent norms”. Moreover,

Fα
d
↪→ Fβ , F ]α

d
↪→ F ]β , −1 ≤ β < α ≤ 1,

and these embeddings are compact if C has a compact inverse. (We refer
to Chapter V in [4] for proofs and a detailed study of the interpolation
extrapolation theory.)
Theorem 10.1. Let assumption (10.1) be satisfied. Suppose that

0 ≤ α < β ≤ 1, 1 ≤ r < p < 1/(1 + α− β).

Also suppose that

A ∈MRp
(
J, (Fα, Fα−1)

)
, A• ∈MRp′

(
J, (F ]1−α, F

]
−α)
)
, (10.2)

and

B ∈ L1

(
J,L(Fα, Fα−1)

)
∩ L
(
Lr(J, Fα), L1(J, Fβ−1)

)
. (10.3)

Then:
(i) (Existence and uniqueness) The problem

u̇+ (A+B)u = µ in [0,T)

has for each µ ∈M
(
[0,T), Fβ−1) a unique weak Lr(Fα) solution.

(ii) (Continuity) It possesses the continuity properties specified in
(ii)–(iv) of Theorem 8.1 with E1/p′,p replaced by Fβ−1.

(iii) (Compactness) If F1 is compactly embedded in F0, then the so-
lution map is compact from M

(
[0,T), Fβ−1

)
into Lr(J, Fα).

Proof. Set (E0, E1) := (Fα−1, Fα). Fix θ ∈ (1/p′, β − α). Then the almost
reiteration property of interpolation extrapolation scales from [4, Theo-
rem V.1.5.3] and (1.1) imply

Fβ−1 ↪→ (Fα−1, Fα)θ ↪→ E1/p′,p.

Hence
M
(
[0,T), Fβ−1

)
↪→M

(
[0,T), E1/p′,p

)
,

and the assertions follow from Theorem 8.1 and the fact that C has a
compact resolvent because of the compact embedding of F1 in F0. �
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Remark 10.2. Let F0 be a reflexive Banach space and A ∈ H(F0). Fix
a positive ω in the resolvent set of −A0 and put C := ω +A0. Then
C satisfies the assumptions specified in (10.1). For 0 ≤ ξ < 1 let Aξ−1 be
the closure of A0 in Fξ−1, and denote by A]−ξ the closure of A]0 in F ]−ξ.
Then A1−ξ and A]−ξ are well-defined and

Aξ−1 ∈ H(Fξ, Fξ−1), A]−ξ ∈ H(F ]1−ξ, F
]
−ξ), A]−ξ = (Aξ−1)′

(cf. [4, Chapter V]). Thus, settingA := Aα−1, assumption (10.2) reduces to

Aα−1 ∈MRp(Fα, Fα−1), A]−α ∈MRp′(F
]
1−α, F

]
−α).

Given these additional hypotheses, Theorems 4.2 and 10.1 generalize the
abstract results of [5] and simplify their proofs. �

11. Nonlinear problems

In [10] the results of [5] were used to derive existence, uniqueness, and
continuity theorems for solutions of semilinear problems of the form

u̇+Au = µ(u) in [0,T)

in the setting of Remark 10.2. Here µ(u) ∈M
(
[0,T), Fβ−1

)
depends Lip-

schitz continuously on u in suitable topologies, and possesses the Volterra
property. The proofs are solely based on the existence theory for linear
problems and on estimates of the type contained in Theorem 4.2. Thus,
given assumption (10.2), we obtain the complete analogues to Theorems
1.1 and 1.2 as well as Theorems 2.1–2.3 of [10]. In fact, since we can
now consider measures in M

(
[0, T ), Eβ−1

)
(instead of those belonging to

M
(
[0, T ], Eβ−1

)
) for 0 < T ≤ T, the proof of [10, Theorem 1.1] simplifies

since the “gluing of the solutions” (see [10, Section 12]) is now trivial
(cf. the proof of Theorem 8.1). We leave the details to the interested
reader.

Part 2. Parabolic systems

In this part we apply the abstract results of the preceding part to par-
abolic boundary value problems. We restrict ourselves to second order
problems, but consider strongly coupled systems. We leave it to the the
interested reader to derive similar results for higher order equations.

Throughout this part we fix N ∈ N\{0} and suppose that 1 < q <∞.
We assume that Ω is a smooth subdomain of Rn having a compact bound-
ary Γ. Of course, in the following all explicit or implicit references to Γ
have to be neglected if Ω = R

n.
Let M be a submanifold of Rn and F a Banach space. Suppose that

X(M,F ) is a space of distributions on M with values in F . Then we write
simply X(M) for X(M,RN ) and X := X(M). Moreover, X(M,RN×N )
is denoted by X(M), and X := X(Ω). In all other cases we mention
explicitly M or F . Thus, for example, D is the space of RN -valued dis-
tributions in Ω, and W s

p (Γ) the standard Sobolev-Slobodeckii space of
R
N -valued distributions on Γ. Furthermore, BUC is the space of all

(N ×N)-matrix valued functions on Ω which are bounded and uniformly
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continuous. Of course, we identify a ∈ BUC with its unique extension in
BUC(Ω). Clearly, a ∈ BUC1 iff a and ∂ja belong toBUC for 1 ≤ j ≤ n.

12. Normally elliptic boundary value problems

Suppose that
ajk ∈ BUC, 1 ≤ j, k ≤ n.

Put
A := −∂j(ajk∂k·) (12.1)

and denote the principal symbol of A by aπ, that is,

aπ(x, ξ) := ajk(x)ξjξk ∈ RN×N , (x, ξ) ∈ Ω× Rn.
Then A is said to be normally elliptic if there exists ε ∈ (0, 1] such that

σ
(
aπ(x, ξ)

)
⊂ [ Re z ≥ ε , |z| ≤ 1/ε ], (x, ξ) ∈ Ω× Sn−1,

where σ(·) denotes the spectrum, Sn−1 is the unit sphere in Rn, and [. . . ]
is the subset of C defined by the conditions listed therein.

We fix a diagonal matrix valued function χ = diag[χ1, . . . , χN ] ∈ C(Γ)
satisfying

χr(y) ∈ {0, 1}, y ∈ Γ, 1 ≤ r ≤ N,
a boundary characterization map for Ω. Note that, given r ∈ {1, . . . , N},
the sets Γri := (χr)−1(i), i ∈ {0, 1}, are open in Γ, disjoint, and have Γ as
their union.

For u ∈ C1(Γ) we also set

∂νu := νjγ(ajk∂ku) ∈ C(Γ), (12.2)

where ν = (ν1, . . . , νn) is the outer unit normal and γ the trace operator
for Γ. We define a boundary operator by

B := χ∂ν + (1− χ)γ. (12.3)

Observe that the r-th component of Bu is the Dirichlet boundary operator
on Γr0 for the r-th component of u, whereas it is a Neumann boundary
operator on Γr1, involving, in general, all components of u.

We denote the symbol of B by bπ, that is,

bπ(y, ξ) := χ(y)νj(y)ajk(y)ξk +
(
1− χ(y)

)
, (y, ξ) ∈ Γ× Rn.

Then B satisfies the parabolic (or parameter dependent) Lopatinskii Sha-
piro conditions with respect to A if, for each

(
(y, ξ), λ

)
∈ TΓ× [Re z ≥ 0]

with (ξ, λ) 6= (0, 0), zero is the only exponentially decaying solution of the
boundary value problem on the half line:[
λ+ aπ

(
y, ξ + ν(y)i∂t

)]
v = 0, t > 0, bπ

(
y, ξ + ν(y)i∂t

)
v(0) = 0,

TΓ being the tangent bundle of Γ. The second order linear boundary
value problem (A,B) on Ω is called normally elliptic if A is normally
elliptic and B satisfies the parabolic Lopatinskii Shapiro conditions with
respect to A. We refer to [3, Examples 4.3] for a variety of simple sufficient
conditions on (A,B) guaranteeing that it is normally elliptic.

The formally dual boundary value problem (A],B]) of (A,B) is ob-
tained by replacing ajk by the transposed matrix a>kj for 1 ≤ j, k ≤ n. It
is normally elliptic iff (A,B) has this property.
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We denote by
E``1(Ω) := E``1(Ω, χ,N)

the set of all ajk ∈ BUC1, 1 ≤ j, k ≤ n, such that (A,B), defined by
(12.1) and (12.3), is a normally elliptic boundary value problem on Ω. In
abuse of notation we write (A,B) ∈ E``1(Ω) in this case. It can be shown
that E``1(Ω) is open in (BUC1)n×n (see [2, Theorem 2]).

Suppose that (A,B) ∈ E``1(Ω). We set

W s
q,B :=


{u ∈W s

q ; Bu = 0 }, 1 + 1/q < s ≤ 2,

{u ∈W s
q ; (1− χ)γu = 0 }, 1/q < s < 1 + 1/q,

W s
q , 0 ≤ s < 1/q,

(W−s
q′,B])

′, −2 ≤ s < 0, s /∈ Z+ 1/q,

where the dual space is determined by the duality pairing naturally in-
duced by

〈u, v〉 :=
∫

Ω

u · v dx, u, v ∈ D.

For each s ∈ [0, 2]\(N+ 1/q) we define a linear operator

As−2 ∈ L(W s
q,B,W

s−2
q,B ),

the W s−2
q,B realization of (A,B) as follows:

• if 1 + 1/q < s ≤ 2 then As−2 := A|W s
q,B;

• if 1/q < s < 1 + 1/q then

〈v,As−2u〉W s−2
q,B

:= 〈∂jv, ajk∂ku〉, (v, u) ∈W 2−s
q′,B] ×W

s
q,B,

• if 0 ≤ s < 1/q then

〈v,As−2u〉W s−2
q,B

:= 〈A]v, u〉, (v, u) ∈W 2−s
q′,B] ×W

s
q,B.

Similarly,
A]s−2 ∈ L(W s

q′,B] ,W
s−2
q′,B]),

the W s−2
q′,B] realization of (A],B]), is defined by replacing in the preceding

definitions (A,B) by (A],B]) and q by q′. (Note that
(
(A])], (B])]

)
equals

(A,B).)
Theorem 12.1. Suppose that (A,B) ∈ E``1(Ω). Then

(i) As−2 ∈ H(W s
q,B,W

s−2
q,B ) for s ∈ [0, 2]\(N+ 1/q).

(ii) W s
q,B is reflexive and (W s

q,B)′ .= W−s
q′,B] for s ∈ [−2, 2]\(Z+ 1/q).

(iii) (As−2)′ = A]−s for s ∈ [0, 2]\(N+ 1/q).
(iv) Fix ω > 0 in the resolvent set of −A and let [Fα ; |α| ≤ 1 ] be

the interpolation extrapolation scale generated by (Lq, ω +A0) and
(·, ·)θ, 0 < θ < 1, where

(·, ·)θ :=

{
[·, ·]1/2 if θ = 1/2,

(·, ·)θ,q otherwise.
(12.4)

Then

Fα
.= W 2α

q,B, 2α ∈ [−2, 2]\(Z+ 1/q),
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and

F ]α
.= W 2α

q′,B] , 2α ∈ [−2, 2]\(Z+ 1/q′).

Proof. The fact that assertion (i) is true for s = 2 is more or less well-
known. For example, see [1] (for elliptic systems of arbitrary even order
in domains whose boundary is not necessarily compact), [2] (for bounded
domains), [8] (for elliptic operators of arbitrary order on RN ), and, more
recently, [13] (where the case of elliptic boundary value problems of ar-
bitrary even order with operator valued coefficients is treated, assuming
that the top-order coefficients have a limit if |x| → ∞ in the case of an
unbounded Ω). The remaining assertions follow from the theory of inter-
polation extrapolation spaces (see [3]). �

It should be remarked that the assumption that A be normally elliptic
is necessary for A to belong to H(W 2

q,B, Lq) (see [2]).
The following maximal regularity theorem is the basis for our further

considerations.
Theorem 12.2. If (A,B) ∈ E``1(Ω) then

As−2 ∈MRp(W s
q,B,W

s−2
q,B ), s ∈ [0, 2]\(N+ 1/q).

Proof. Since Lq is a UMD space, W−2
q,B is also such a space, being iso-

morphic to Lq. Thus W s−2
q,B is a UMD space as well. (See Section III.4.4

and, in particular, Theorem III.4.5.2 in [4].) Thus it remains to show
that As−2 ∈ BIP(W s

q,B,W
s−2
q,B ). Because of Theorem 12.1 and [4, Propo-

sition V.1.5.5], it suffices to show this for s = 2. In that case it follows
by obvious modifications of the proof of [12, Theorem 8], provided Ω is
bounded. If Ω = R

n, it is a special case of [8, Corollary 9.7]. If Γ 6= ∅
and Ω is unbounded one has to adapt the localization argument of [12,
Section 8] by a modification of the one used in [8], to avoid the hypothesis
that ajk has a limit as |x| → ∞. Details will be given elsewhere. �

13. Lower order terms

Put Q := (−1, 1)n. Suppose that 1 ≤ p ≤ ∞. Then a ∈ L1,loc(Rn) is
said to be in Lp locally uniformly if

‖a‖p,unif := sup
x∈Zn

‖a‖Lp(x+Q).

For a ∈ L1,loc we write a0 for its trivial extension over RN . Then we set

Lp,unif := { a ∈ L1,loc ; ‖a0‖p,unif <∞},
equipped with the norm

a 7→ ‖a‖p,unif := ‖a0‖p,unif .

Note that Lp,unif is a Banach space, and Lp,unif = Lp if Ω is bounded.
Furthermore,

Lp +L∞ ↪→ Lp,unif ↪→ Lq,unif

for 1 ≤ q < p ≤ ∞. It is not difficult to see that

BUC1
Γ

d
↪→ Lp,unif , 1 ≤ p <∞, (13.1)
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where the space on the left-hand side consists of all a ∈ BUC1 vanishing
on Γ.
Proposition 13.1. Suppose that p, q, r ∈ [1,∞) satisfy 1/p+ 1/q = 1/r.
Then the map

Lp,unif × Lq → Lr, (a, u) 7→ au

is well-defined, bilinear, and continuous.

Proof. If Ω is bounded, so that Lp,unif = Lp, then this follows from Höl-
der’s inequality. Otherwise fix an enumeration (Uj) of the open covering{

(x+Q) ∩ Ω ; x ∈ Zn, (x+Q) ∩ Ω 6= ∅
}

of Ω. Choose smooth functions πj with support in Uj such that supj ‖πj‖∞
is finite and (π2

j ) is a partition of unity on Ω. Then u 7→
(∑

j ‖πju‖αα
)1/α

is an equivalent norm for Lα whenever 1 ≤ α <∞ (cf. Section 9 in [8]).
Since

‖πjau‖r ≤ ‖a‖p,unif ‖πjv‖q, j ∈ N,
the assertion is obvious. �

In the remainder of this paper q and s are real numbers, and ξ, η, and ζ
belong to [1,∞].

First we suppose that

• 0 ≤ s < 1− n

q′
;

• 1
ξ
≤ s

n
+

1
q′
.

 (13.2)

Then we put
L := (Lξ,unif)n+1 (13.3)

and, given α := (a1, . . . , an, a0) ∈ L, set

b(α, v, u) :=
n∑
j=1

〈∂jv, aju〉+ 〈v, a0u〉.

We also consider the following hypothesis:

• 1 ≤ s < 2− n

q′
;

• 1
ξ
≤ s

n
+

1
q′

;

• 1
η
≤ s− 1

n
+

1
q′

;

• 1
ζ
≤ n

n− 1

(s− 1
n

+
1
q′

)
.


(13.4)

In this case we set

L := (Lη,unif)2n ×Lξ,unif ×Lζ(Γ) (13.5)

and, given α := (a1, . . . , an, c1, . . . , cn, a0, b) ∈ L,

b(α, v, u) :=
n∑
j=1

{
〈∂jv, aju〉+ 〈v, cj∂ju〉

}
+ 〈v, a0u〉+ 〈γv, χbγu〉Γ
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where

〈ϕ,ψ〉Γ :=
∫

Γ

ϕ · ψ dσ, ϕ, ψ ∈ L1(Γ),

provided ϕ · ψ is integrable with respect to the volume measure dσ of Γ.
Lemma 13.2. Suppose that either hypothesis

(13.2) is satisfied and s < σ < 1− n/q′,
or

(13.4) is satisfied and s < σ < 2− n/q′.
Then b is a well-defined continuous trilinear form on L×W 2−σ

q′ ×W s
q .

Proof. (i) Let (13.2) be satisfied. Since W s
q ↪→ Lξ′ , it follows from Propo-

sition 13.1 that

Lξ,unif ×W s
q → L1, (a, u) 7→ au

is bilinear and continuous. Thus, since W 2−σ
q′ ↪→ L∞,

(a, v, u) 7→ 〈v, au〉

is a continuous trilinear form on Lξ,unif ×W 2−σ
q′ ×W s

q . An obvious mod-
ification of this argument shows that (a, v, u) 7→ 〈∂jv, au〉 is a continuous
trilinear form on this space. This proves the assertion if (13.2) is true.

(ii) If (13.4) is satisfied, then a similar reasoning invoking, in addition,
the trace theorem, gives the assertion. �

Let the hypothesis of Lemma 13.2 be satisfied. For α ∈ L define

B(α) ∈ L(W s
q,B,W

σ−2
q,B ) and C(α) ∈ L(W 2−σ

q′,B] ,W
−s
q′,B])

by 〈
v,B(α)u〉Wσ−2

q,B
:= b(α, v, u) =:

〈
C(α)v, u〉W s

q,B
(13.6)

for (v, u) ∈W 2−σ
q′,B] ×W

s
q,B. Then it follows from that lemma and Theo-

rem 12.1(ii) that B(α) and C(α) are well-defined and that(
α 7→ B(α)

)
∈ L

(
L,L(W s

q,B,W
σ−2
q,B )

)
(13.7)

and (
α 7→ C(α)

)
∈ L

(
L,L(W 2−σ

q′,B] ,W
−s
q′,B])

)
. (13.8)

14. The general case

Now we formulate our assumptions for the nonautonomous case. We
suppose that

• 0 < T <∞;

• ajk ∈ C
(
[0, T ],BUC1

)
, 1 ≤ j, k ≤ n;

• χ is a boundary characterization map for Ω.

 (14.1)

Then we put

Aπ := −∂j(ajk∂k·), Bπ := χ∂ν + (1− χ)γ

and suppose that(
Aπ(t),Bπ(t)

)
∈ E``1(Ω), t ∈ [0, T ]. (14.2)



22 H. AMANN

We also set
Wα
q,B := Wα

q,Bπ(0), W β
q′,B] := W β

q′,B]π(0)
.

for α, β ∈ [−2, 2] with α /∈ Z+ 1/q and β /∈ Z+ 1/q′.

The case 0 ≤ s < 1− n/q′

In addition to (14.1) and (14.2) we suppose that

• assumption (13.2) is satisfied;

• W 2
q,Bπ(t)

.= W 2
q,B, W

2
q′,B]π(t)

.= W 2
q′,B] for t ∈ [0, T ];

• α := (a1, . . . , an, a0) ∈ L1

(
0, T ),L

)
,

 (14.3)

where L is defined by (13.3).
Remarks 14.1. (a) The second condition of (14.3) is satisfied, that is,
the spaces W 2

q,Bπ(t) and W 2
q′,B]π(t)

are independent of t ∈ [0, T ], if one of
the following conditions is satisfied:

(i) χ = 0, that is, Bπ is the pure Dirichlet boundary operator: Bπ = γ.
(ii) ajk is independent of t for 1 ≤ j, k ≤ n.
(iii) ajk = Aαjk for 1 ≤ j, k ≤ n, where

A ∈ C
(
[0, T ],BUC1

)
, [αjk] ∈ BUC1(Ω,Rn×n),

[αjk] is symmetric and uniformly positive definit,
χ ∈ C

(
Γ, {0, 1N}

)
.

Proof. (i) and (ii) are clear. (iii) In this case, given any component Γ̃
of Γ, either χ | Γ̃ = 0, that is, Bπ = B]π = γ on Γ̃, or χ | Γ̃ = 1N and Bπu = 0
[resp. B]πv = 0] is equivalent to ∂ναu = 0 [resp. ∂ναv = 0], where να is the
conormal with respect to [αjk]. �

(b) Suppose that W 2
q,Bπ(t)

.= W 2
q,B and W 2

q′,B]π(t)

.= W 2
q′,B] . Then

Wα
q,Bπ(t)

.= Wα
q,B and W β

q′,B]π(t)

.= W β
q′,B]

for all α ∈ [−2, 2]\(Z+ 1/q) and β ∈ [−2, 2]\(Z+ 1/q′).

Proof. This follows from interpolation characterizations of Wα
q,Bπ(t) and

W β
q′,Bπ(t) if α, β ≥ 0 (cf. [3]), and from Theorem 12.1(ii) if α, β < 0. �

We define the nonautonomous boundary value problem (A,B) formally
by

Au := −∂j(ajk∂ku+ aju) + a0u (14.4)

and
Bu := χ∂νu+ (1− χ)γu. (14.5)

Fix σ satisfying
s < σ < 1− n/q′. (14.6)

Let A(t) := As−2(t) be the W s−2
q,B realization of

(
Aπ(t),Bπ(t)

)
, and define

B(t) := B
(
α(t)

)
∈ L(W s

q,B,W
σ−2
q,B ) (14.7)
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by (13.6). Then
(
A(t),B(t)

)
is said to be the W s−2

q,B realization of(
A(t),B(t)

)
. Note that〈

v,
(
A(t) +B(t)

)
u〉W s−2

q,B
=
〈
−∂k

(
a>jk(t)∂jv

)
+ a>j (t)∂jv + a>0 (t)v, u

〉
for (v, u) ∈W 2−s

q′,B] ×W
s
q,B.

The case 1 ≤ s < 2− n/q′

Now we consider, in addition to (14.1) and (14.2), the hypothesis

• assumption (13.4) is satisfied;

• α := (a1, . . . , an, c1, . . . , cn, a0, b) ∈ L1

(
(0, T ),L

)
,

}
(14.8)

where L is given by (13.5).
In this case we define (A,B) formally by

Au := −∂j(ajk∂ku+ aju) + cj∂ju+ a0u (14.9)

and
Bu := χ(∂νu+ bγu) + (1− χ)γu. (14.10)

Suppose that
s < σ < 2− n/q′ (14.11)

and define A(t) and B(t) as above. (Note that

W r
q,Bπ(t) = W r

q,B, −2 + 1/q < r < 1 + 1/q with r /∈ Z+ 1/q,

so that these operators are well-defined.) Then (14.7) holds in this case
also. Moreover,〈

v,
(
A(t) +B(t)

)
u
〉
W s−2
q,B

= 〈∂jv, ajk∂ku+ aju〉+ 〈v, cj∂ju+ a0u〉+ 〈γv, χbγu〉Γ

for (v, u) ∈W 2−s
q′,B] ×W

s
q,B. Of course, A(t) +B(t) is again called W s−2

q,B
realization of

(
A(t),B(t)

)
.

Maximal regularity

The following theorem gives a maximal regularity result if the lower
order terms are bounded in time.

Theorem 14.2. Let assumptions (14.1) and (14.2) be satisfied. Also
suppose that either (14.3) and (14.6) or (14.8) and (14.11) hold. If
α ∈ L∞

(
(0, T ),L

)
, then

A+B ∈MRp
(
[0, T ], (W s

q,B,W
s−2
q,B )

)
and

(A+B)• ∈MRp′
(
[0, T ], (W 2−s

q′,B] ,W
−s
q′,B])

)
for 1 < p <∞.
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Proof. (i) It is not difficult to see thatA ∈ C
(
[0, T ],L(W s

q,B,W
s−2
q,B )

)
. From

(13.7) we infer that B ∈ L∞
(
(0, T ),L(W s

q,B,W
σ−2
q,B )

)
. Thus the first asser-

tion follows from Theorems 3.2 and 12.2, because

W σ−2
q,B ↪→ (W s−2

q,B ,W s
q,B)ϑ,∞

for 0 < 2ϑ < σ − s by [4, Theorem V.1.5.3].
One verifies that (A+B)• = A• +B•, where B•(t) = C(T − t). Hence

(13.8) implies
B• ∈ L∞

(
(0, T ),L(W 2−σ

q′,B] ,W
−s
q′,B])

)
.

The almost reiteration theorem [4, Theorem V.1.5.3] guarantees that

(W 2−s
q′,B] ,W

−s
q′,B])θ,∞ ↪→W 2−σ

q′,B] ,

provided 2 > 2θ > 2 + s− σ. Thus the second assertion follows also from
Theorems 3.2 and 12.2. �

15. Measures and singular distributions

For µ ∈M =M(Ω,RN ) we denote by µ0 the completion of the Borel
measure

BΩ → R
N , B 7→ µ(B ∩ Ω),

where BΩ is the Borel σ-algebra of Ω. Then µ0 ∈M(Ω) and the map

M→M(Ω), µ 7→ µ0

is a linear isometry. We call µ0 trivial extension of µ and put∫
Ω

ϕdµ :=
∫

Ω

ϕdµ0, ϕ ∈ C0(Ω).

Henceforth, we do not distinguish between µ ∈M and µ0 ∈M(Ω), that
is, we identify µ with its trivial extension.

Clearly, C1
0 (Ω) is the space of all ϕ ∈ C0(Ω) such that ∂jϕ belongs to

C0(Ω) for 1 ≤ j ≤ n. Thus C1
0 (Ω) = C1(Ω) if Ω is bounded.

Given ν0 ∈M and ~ν := (ν1, . . . , νn) ∈M(Ω)n, we set

〈µ, ϕ〉C1 :=
∫

Ω

ϕdν0 −
n∑
j=1

∫
Ω

∂jϕdνj (15.1)

for ϕ ∈ C1
0 (Ω) ∩ C0 =

{
ψ ∈ C1

0 (Ω) ; γψ = 0
}

. Then µ is a continuous
linear form on C1

0 (Ω) ∩ C0, denoted by ν0 +∇ · ~ν. We write M−1 for the
set of all µ ∈

(
C1

0 (Ω) ∩ C0

)′ for which there exists (ν0, ~ν) ∈M×M(Ω)n

satisfying
µ = ν0 +∇ · ~ν. (15.2)

It is a Banach space with the norm

‖µ‖M−1 := inf
(
‖ν0‖M + ‖~ν‖M(Ω)n

)
,

the infimum being taken over all representations (15.2).

Proposition 15.1. M−1 .=
(
C1

0 (Ω) ∩ C0

)′.
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Proof. It is obvious that

M−1 ↪→
(
C1

0 (Ω) ∩ C0

)′
. (15.3)

The map

S : C1
0 (Ω) ∩ C0 → C0 × C0(Ω)n, ϕ 7→

(
ϕ0,−(∂1ϕ, . . . , ∂nϕ)

)
is a linear isometry, if the image space is given the `∞ product norm.
Thus E := S

(
C1

0 (Ω) ∩ C0

)
is a closed linear subspace of C0 × C0(Ω)n, and

S is an isomorphism from C1
0 (Ω) ∩ C0 onto E. The dual of C0 × C0(Ω)n

equals M×M(Ω)n, where the latter space carries the `1 product norm.
Thus N := (ν0, ~ν) ∈M×M(Ω)n defines a continuous linear form, namely
N ◦ S, on C1

0 (Ω) ∩ C0. Note that 〈N ◦ S, ϕ〉 equals the right-hand side
of (15.1) for ϕ ∈ C1

0 (Ω) ∩ C0, that is,

S′(N |E) = ν0 +∇ · ~ν ∈M−1.

From this and (15.3) it follows that M−1 and
(
C1

0 (Ω) ∩ C0

)′ coincide
as vector spaces. Now the assertion follows from (15.3) and Banach’s
homomorphism theorem. �

We also set

M−1(Γ) := C1(Γ)′.

Then we define closed linear subspaces M−1
1 (Γ) of M−1(Γ) and M0(Γ)

of M(Γ) by

M−1
1 (Γ) :=

{
µ ∈M−1(Γ) ; (1− χ)µ = 0

}
and

M0(Γ) :=
{
µ ∈M(Γ) ; χµ = 0

}
,

respectively. Hence the direct sum

M−1
χ (Γ) :=M0(Γ)⊕M−1

1 (Γ)

is a well-defined Banach space. Note that, given µ ∈M−1
χ (Γ), its r-th

component is a singular distribution in C1(Γr1,R)′ on Γr1, and a real valued
Radon measure on Γr0. Also note that the natural injection

M(Γ)→M−1
χ (Γ), µ 7→ (1− χ)µ+ χµ

is continuous. We express this by writing

M(Γ) ↪→M−1
χ (Γ).

We also put

Mχ(Γ) :=
{
µ ∈M(Γ) ; (1− χ)µ = 0

}
.

Thus Mχ(Γ) is the closed linear subspace of M(Γ) consisting of all µ
whose r-th component vanishes on Γr0.
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16. Parabolic equations with measures

Throughout this section we presuppose hypotheses (14.1) and (14.2).
We also suppose that either

• assumption (14.3) is satisfied and

• ~M :=M−1 ×M−1
χ (Γ),

}
or

• hypothesis (14.8) holds and

• ~M :=M×Mχ(Γ).

}
We define (A,B) by (14.4), (14.5) and (14.9), (14.10), respectively. We
also set

A]v := −∂k(a>jk∂jv) + a>j ∂jv + a>v

if assumption (14.3) holds, and

a(v, w) := 〈∂jv, ajk∂kw + ajw〉+ 〈v, cj∂jw + aw〉+ 〈γv, χbγw〉Γ
otherwise. Moreover, ∂ν] is defined by replacing ajk in (12.2) by a>jk.

Suppose that
~µ = (µΩ, µΓ) ∈M

(
[0, T ), ~M

)
and consider the (formal) parabolic system

∂tu+Au = µΩ in Ω× [0, T ),

Bu = µΓ on Γ× [0, T ).
(16.1)

By an Lr(W s
q ) solution of (16.1) we mean a function u ∈ Lr

(
[0, T ),W s

q,B
)

satisfying∫ T

0

〈−ϕ̇+A]ϕ, u〉 dt

=
∫

[0,T )

ϕdµΩ −
∫

[0,T )

(1− χ)∂ν]ϕdµΓ +
∫

[0,T )

χγϕdµΓ

(16.2)

for all ϕ ∈ D
(
[0, T ),D(Ω)

)
satisfying (1− χ)γϕ = 0 and χ∂ν]ϕ = 0, pro-

vided hypothesis (14.3) is satisfied. If assumption (14.8) holds then (16.2)
is to be replaced by:∫ T

0

{
〈−ϕ̇, u〉+ a(ϕ, u)

}
dt =

∫
[0,T )

ϕdµΩ +
∫

[0,T )

χγϕdµΓ

for all ϕ ∈ D
(
[0, T ),D(Ω)

)
satisfying (1− χ)γϕ = 0

Theorem 16.1. Suppose that α ∈ Lρ
(
(0, T ),L

)
, where

0 ≤ 2/ρ ≤ 2− 2/r < 1− n/q′ − s (16.3)

if (14.3) is satisfied, and

0 ≤ 2/ρ ≤ 2− 2/r < 2− n/q′ − s (16.4)

otherwise. Then:
(i) (Existence and uniqueness) Problem (16.1) possesses for each ~µ

belonging to M
(
[0, T ), ~M

)
a unique Lr(W s

q ) solution.
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(ii) (Continuous dependence on ~µ) The solution map ~µ→ u is linear
and continuous from M

(
[0, T ), ~M

)
into Lr

(
(0, T ),W s

q,B
)
. It is

also continuous if these spaces are given the weak star and weak
topology, respectively.

(iii) (Continuous dependence on the coefficients) The solution is con-
tinuous as a map from

C
(
[0, T ], E``1(Ω)

)
× Lρ

(
(0, T ),L

)
×M

(
[0, T ), ~M

)
into Lr

(
(0, T ),W s

q,B
)
.

(iv) (Compactness) If Ω is bounded then the solution map is compact
on bounded sets.

Proof. Fix σ ∈ (s, 1− n/q′) if (14.3) is satisfied, and σ ∈ (s, 2− n/q′) oth-
erwise, and p such that r < p < 2/(2 + s− σ). This is possible because of
(16.3) and (16.4), respectively.

Set 2α := s and 2β := σ. Then Theorems 12.1(iv) and 14.2 (with
B = 0) imply that

A ∈MRp
(
[0, T ], (Fα, Fα−1)

)
and A• ∈MRp′

(
[0, T ], (F ]1−α, F

]
−α)
)
.

From (13.7) and Hölder’s inequality we infer that B satisfies (10.3). Set

µ := µΩ − (∂ν])
′(1− χ)µΓ + γ′χµΓ

if (14.3) is satisfied, and µ := µΩ + γ′χµΓ otherwise. Here

(∂ν])
′ ∈ L

(
W σ−1/q
q (Γ),W σ−2

q,B
)

is the dual of ∂ν] ∈ L
(
W 2−σ
q′,B] ,W

1/q−σ
q′ (Γ)

)
, and

γ′ ∈ L
(
W σ−1−1/q
q (Γ),W σ−2

q,B
)

is the dual of γ ∈ L
(
W 2−σ
q′,B] ,W

1+1/q−σ
q′ (Γ)

)
. It follows from [10, Lemma 4.1]

that
M
(
[0, T ), ~M

)
→M

(
[0, T ),W σ−2

q,B
)
, ~µ 7→ µ

is a well-defined bounded linear map. Now the assertion is an easy conse-
quence of Theorem 10.1. �

17. A weak maximum principle

In this last section we prove a positivity result for parabolic systems,
given the preceding low regularity assumptions on the coefficients. It is a
version of a weak maximum principle and extends a corresponding result
for elliptic systems in [7].

We impose the conditions:

• Assumptions (14.1) and
either (14.3) or (14.8) are satisfied;

• ajk, aj , and cj are diagonal matrices for 1 ≤ j, k ≤ n.

 (17.1)

The matrices a0 and b are not supposed to be diagonal but to satisfy the
following “cooperativity” hypotheses:

aαβ , bαβ ≤ 0, 1 ≤ α, β ≤ N, α 6= β. (17.2)

The following weak maximum principle is deduced from Theorem 9.1.
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Theorem 17.1. Let assumptions (17.1) and (17.2), as well as (16.3),
respectively (16.4), be satisfied. If ~µ ∈M

(
[0, T ], ~M

)
is positive then the

unique Lr(W s
q ) solution of (16.1) is also positive.

Proof. Set M := (BUC1
Γ)n+1 if (14.3) holds, and

M := (BUC1
Γ)2n+1 ×C1(Γ)

otherwise. Note that (13.1) implies that M is dense in L.
Suppose that (

[ajk],α
)
∈ C1

(
[0, T ], E``1(Ω)×M

)
. (17.3)

Define (Ã, B̃) by Ã := A and B̃ := B + χ(γaj)νjγ. Let (Ã], B̃]) be the
boundary value problem formally dual to (Ã, B̃) (see [3, Section 7]). Note
that

B̃ = B, B̃] = B] := χ(∂ν] + b>γ) + (1− χ)γ (17.4)

because aj(t) |Γ = cj(t) |Γ = 0. Denote by Ã0(t) the Lq realization of
(Ã(t), B̃(t)). Then Ã0(t) ∈ H(W 2

q,B̃(t)
, Lq), so that

[
F̃β(t) ; |β| ≤ 1

]
, the

interpolation extrapolation scale generated by
(
Lq, Ã0(t)

)
and the inter-

polation functors (12.4), is well-defined. From (17.4) and [3, Theorem 7.1]
we infer that

A(t) +B(t) = Ãs−2(t), 0 ≤ t ≤ T,
where Ãs−2(t) is the W s−2

q,B realization of
(
Ã(t), B̃(t)

)
. From [4, Theo-

rem V.2.1.3] we know that Ã0(t) is resolvent positive. Hence A(t) +B(t)
belongs to H+(E1, E0), where (E1, E0) := (W s

q,B,W
s−2
q,B ). Consequently,(

A(t) +B(t)
)• ∈ H+(E•1 , E

•
0 ).

From (A+B)• = A• +B• and B•(t) = C(T − t) and (17.3) we infer, be-
cause of (13.8), that

(A+B)• ∈ C1
(
[0, T ],H+(E•1 , E

•
0 )
)
.

Now we infer from Theorems 14.2 and 9.1 that (KA+B)• is positive. Hence
its dual,

[
(KA+B)•

]′, is positive as well. This proves the assertion if (17.3)
is true.

Since C1
(
[0, T ], E``1(Ω)×M

)
is dense in

C1
(
[0, T ], E``1(Ω)× Lρ

(
(0, T )× L

))
the assertion in the general case follows now by an obvious approximation
argument from Theorem 16.1(iii). �

References

[1] H. Amann. Existence and regularity for semilinear parabolic evolution equations.

Ann. Scuola Norm. Sup. Pisa, Ser. IV, 11 (1984), 593–676.

[2] H. Amann. Dynamic theory of quasilinear parabolic equations. II. Reaction-
diffusion systems. Differential Integral Equations, 3(1) (1990), 13–75.

[3] H. Amann. Nonhomogeneous linear and quasilinear elliptic and parabolic boundary
value problems. In Function spaces, differential operators and nonlinear analysis

(Friedrichroda, 1992), volume 133 of Teubner-Texte Math., pages 9–126. Teubner,

Stuttgart, 1993.



Nonautonomous parabolic equations involving measures 29

[4] H. Amann. Linear and quasilinear parabolic problems. Vol. I, volume 89 of Mono-
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[11] J. Bergh, J. Löfström. Interpolation Spaces. An Introduction. Springer Verlag,
Berlin, 1976.

[12] R. Denk, G. Dore, M. Hieber, J. Prüss, A. Venni. New thoughts on old results of
R.T. Seeley, 2003. Preprint.

[13] R. Denk, M. Hieber, J. Prüss. R-boundedness, Fourier multipliers and problems

of elliptic and parabolic type. Memoires Amer. Math. Soc., (2003). To appear.
[14] G. Dore. Lp regularity for abstract differential equations. In H. Komatsu, editor,

Functional Analysis and Related Topics, 1991, pages 25–38, Berlin, 1993. Pro-
ceedings Kyoto 1991, Lecture Notes in Math. #1540, Springer Verlag.

[15] P.E. Sobolevskii. Coerciveness inequalities for abstract parabolic equations. Soviet

Math. (Doklady), 5 (1964), 894–897.
[16] H. Triebel. Interpolation Theory, Function Spaces, Differential Operators. North

Holland, Amsterdam, 1978.

Institut für Mathematik, Universität Zürich, Winterthurerstr. 190, CH–

8057 Zürich, Switzerland

E-mail address: amann@math.unizh.ch


